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Abstract—Lifelogging represents a burgeoning social trend 

characterized by the use of personal devices to record various 

aspects of one's life, facilitating future recollection and 

reminiscence. Concurrently, advancements in technology have 

made mixed and virtual reality increasingly accessible, largely 

attributed to the development of smart glasses for different 

realms. Moreover, EEG headsets are now providing a wealth of 

information concerning brain activity, particularly regarding 

emotions, further augmenting our understanding of cognitive 

processes. In this paper, we present the technical details of a 

lifelogging system designed to capture the visual subtleties of 

daily experiences from reality or provided by various models of 

AR or VR smart glasses, complemented by the Emotiv EPOC X 

neural headset for the detection and analysis of emotions. 
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I. INTRODUCTION  

The practice of digital lifelogging [1] has evolved into a 
burgeoning social trend, propelled by the expanding array of 
personal digital devices such as smartphones, smartwatches, 
smartglasses, and neural headsets. These devices, in 
conjunction with cloud-based storage resources, empower 
users to effortlessly record and store their daily experiences. 
The outcome is the creation of a personal record of one's daily 
life in a varying amount of detail, for a variety of purposes. 

The surge in popularity of smart glasses for augmented 
reality (AR) and virtual reality (VR) is undeniable. These 
devices, equipped with sophisticated sensors, cameras, and 
displays, provide immersive experiences by seamlessly 
integrating digital content with real-world surroundings (AR) 
or by immersing users in fully virtual environments (VR). At 
the same time, neural headsets play a pivotal role in today's 
technological landscape due to their ability to provide 
valuable insights into brain activity and emotional states.  

Neuroscientific evidence reveals that imagery and 
emotion are highly interconnected brain processes. Studies on 
neurocognitive models of image [2] and research 
investigations using neuroimaging techniques, such as 
functional magnetic resonance imaging (fMRI), have shown 
that engaging in mental imagery activates brain regions 
associated with emotion processing, including the amygdala 
and insula [3], [4]. The process of recalling images is 
influenced by emotional processing, leading to an enhanced 
feeling of remembering for emotional images and events [5], 
[6]. Furthermore, studies on emotionally charged imagery 
support the role of emotional imagery in modulating 
emotional experiences [7], [8].      

This paper aims to explore the integration of smart glasses 
with neural headsets, unlocking opportunities to create 
lifelogs that are rich in diverse information. This fusion allows 
for lifelog to be sorted based on various criteria, including 
time, location, concepts, or emotional states, providing users 
with a comprehensive and customizable experience. Such 
functionality enables users to efficiently access desired data 
from the lifelog, thereby enhancing usability and convenience.  

To achieve this goal, we designed and implemented a 
system capable of recording images from various types of 
smart glasses, processing them to extract concepts and objects, 
and also recording the user's emotional states using the Emotiv 
EPOC X neural headset. 

II. RELATED WORK 

A. Lifelogging 

Lifelogging represents a phenomenon whereby people can 
digitally record their own daily lives in varying amounts of 
detail, for a variety of purposes [1]. Dodge and Kitchin [9] 
describe the lifelogging activity as a form of ubiquitous 
computing representing “a unified digital record of the totality 
of an individual’s experiences, captured multimodally 
through digital sensors and stored permanently as a personal 
multimedia archive”(p. 431). Prior research on lifelogging 
applications has delved into diverse areas, including food 
journals [10], monitoring computer usage [11] , tracking sleep 
patterns [12], evaluating aspects related to the quality of life 
[13], memory rehabilitation [14] and assistance [15], 
lifelogging within vehicular contexts [16], [17], and thing-
logging tailored for the Internet of Things [18].  

As an illustration, Kitamura et al. [10] introduced a "food-
logging" system that achieved an 88% accuracy in 
recognizing images containing food, a 73% accuracy in 
estimating food balance, and provided users with a visual 
representation of their food journal. Another significant real-
world application of visual lifelogging is offering memory 
support, particularly for individuals with Alzheimer’s [19], 
[20]. 

B. Emotion recognition 

Emotions constitute a crucial aspect of human existence, 
significantly influencing how individuals perceive and 
comprehend the world around them [21], [22], [23] and their 
recognition can be useful including for therapeutic purposes 
[24], [25], [26]. Emotion recognition employs diverse 
modalities [27], including facial expressions [28], speech 
signals [29], physiological responses [23], [30], [31], and 
textual expressions [32], each encompassing specialized 
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methods such as neural networks for facial analysis [28], 
signal processing for speech [29], biochemical signal analysis 
for physiological responses [23], [30], [31] and advanced 
Natural Language Processing techniques for textual 
understanding [32]. 

The most used way to recognize emotions is currently 
represented by the use of EEG sensors that monitor brain 
activity [23], [30], [31]. Brain–computer interfaces (BCIs), 
also known as brain–machine interfaces (BMIs), frequently 
utilize EEG to obtain real-time data for controlling 
mechanical and electronic devices [33]. Buyser et al. [33] 
explored the potential of combining smart glasses and 
consumer-grade EEG/EMG headsets for controlling IoT 
appliances in smart homes. The system uses smart glasses to 
detect the user's visual attention on an object and an 
EEG/EMG headset to trigger commands to the recognized 
object. 

C. Emotion driven lifelogging 

Emotion-driven lifelogging refers to the process of 
continuously recording and documenting an individual's life 
experiences, activities, or events based on changes in their 
emotional states. EEG lifelogging [34], [35] involves 
systematically recording electrical activity in the brain, 
known as electroencephalogram (EEG) data, over an 
extended period. Widely used in neuroscience and clinical 
settings to explore brain function, lifelogging involves the 
continuous monitoring and recording of EEG signals during 
daily activities or specific experiences [36]. By capturing 
electroencephalogram signals, EEG lifelogging facilitates the 
observation of changes in neural patterns associated with key 
psychotherapeutic processes such as emotional regulation, 
cognitive processing, and attentional focus [34], [37]. 
Furthermore, through EEG lifelogging, individual 
neurobiological profiles are customized, neural biomarkers of 
therapeutic progress are identified, and the therapeutic 
process is made more targeted and effective [38], [39].  

For example, EEGLog [35] is the first system for EEG 
logging during music listening, compatible with various EEG 
devices. Tested on four consumer-grade devices with 24 
participants, it enables self-reflection and emotion regulation. 
The participants, logging data for 4 to 24 days, provided 
valuable feedback, contributing to the exploration of neural-
centric interactions, and encouraging further research in 
human self-tracking with EEG devices; Memento [34] is an 
innovative emotion-driven lifelogging system designed for 
wearables that detects users' emotional changes and initiates 
lifelogging accordingly, making it the first-of-its-kind 
system. It integrates EEG and employs a two-phase emotion 
recognition technique, ensuring efficiency and affordability 
on wearables. Memento outputs lifelogs tagged with 
emotional information, potentially enhancing various 
existing services; BrainAtWork [40] serves as a workplace 
engagement and task logger, offering users valuable insights 
into their cognitive states. The system, evaluated in a lab 
study with eleven participants, successfully classified tasks 
into central, peripheral, and meta work spheres. 

D. Lifelogging in extended reality 

Extended Reality (XR) [41], [42], [43] is a comprehensive 
term covering a range of immersive technologies that blend 
the physical and virtual worlds, providing users with an 

interactive and enhanced experience. XR includes three main 
categories: Augmented Reality (AR), Virtual Reality (VR), 
and Mixed Reality (MR). Although there are many papers 
that refer to XR, we have identified only one paper in the 
literature that presents a MR lifelogging application [44]. 

LifeTags-MR [44] stands out as the pioneering 
application in achieving mixed reality lifelogging, enabling 
the overlay of virtual objects onto the physical environment. 
This innovative approach involves the dual recording of data 
in Lifelog-MR once the scene is established: eye-level 
perspective video of the real-world surroundings using the 
HoloLens built-in video camera and the virtual objects 
integrated into the user’s field of view. Following this, 
individual snapshots are extracted from the physical world 
video at a rate of 2 frames per second, adhering to tag-based 
lifelog recording guidelines outlined in [45]. These snapshots 
are then processed by a computer vision service to 
autonomously identify physical-world objects and concepts. 
Simultaneously, virtual objects are registered at the same 2 
fps rate, ensuring synchronization with the recorded data 
from the physical world.  

III. SYSTEM 

In this section, we introduce our lifelogging system, 
designed to gather data from the Emotiv EPOC X neural 
headset and capture images using various models of smart 
glasses across different realms: reality, augmented reality, and 
virtual reality. 

A. Design requirments 

We have incorporated the following four quality attributes 
into our system, aligning with the Software Quality 
Requirements and Evaluation (SQuaRE) ISO/IEC 25000 
series of standards adopted also by Euphoria [46]: 

Q1. Adaptability assesses a system's capacity to adeptly 
and efficiently respond to changes in its operating 
environment, such as the addition or removal of new smart 
devices or software modules. This quality is fundamental to 
our system, which is intentionally designed to seamlessly 
accommodate a diverse range of smart devices acquiring data 
in various formats and store them effectively. 

Q2. Modularity gauges the extent to which modifications 
in one component influence others, a critical factor for 
achieving low coupling. Within our system, modularity stands 
out as a crucial feature, enabling the seamless integration of a 
wide array of smart devices that collect data from embedded 
sensors. 

Q3. Interoperability describes the extent to which two or 
more systems can collaborate towards a shared objective, such 
as exchanging or synchronizing data. This capability enables 
heterogeneous smart devices and software components to 
function effectively together. 

Q4. Flexibility refers to the system's ability to operate 
reliably in unforeseen contexts, even beyond the scope of 
initial requirements, with little or no external intervention. Our 
system must demonstrate flexibility to effortlessly adapt to 
various scenarios, including capturing data from reality, 
augmented reality, and virtual reality, while necessitating only 
minimal adjustments to its architecture. 
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B. Architecture 

 The system architecture comprises smart devices 
responsible for data acquisition, transmitting said data to a 
node.js server application, which then synchronizes in data 
aggregation module and stores it in SQLite database.  

 For instance, raw data collected from the 14 electrodes of 
the Emotiv  EPOC X neural headset is retrieved by the 
EmotivBCI app and securely saved in the Emotiv CLOUD, 
allowing for unlimited storage and swift processing of brain 
activity data without local infrastructure constraints. Post-
processing of the raw data yields additional information, such 
as emotional states and facial expressions, with a certain 
degree of probability. The Cortex API facilitates access to this 
data in JSON format via websockets using various 
programming languages. Leveraging a JavaScript application 
(EEG Headset Interface App, see Fig. 1), we retrieve 
emotional states from users, forwarding them to our node.js 
server application through the HTTP post method within the 
Data Retrieval module.  

 Furthermore, data from smart glasses—comprising 
images captured from physical or virtual reality, as well as 
virtual objects projected within augmented reality scenes—is 
accessed through a tailored Smart Glasses Interface 
Application, adapted to the specific type of glasses from 
which the data is obtained. This data, which includes base64-
encoded images, is subsequently transmitted to the node.js 
application through the HTTP post method within the Data 
Retrieval module, encapsulated within a JSON object. The 
node.js server employs the Clarifai Client Interface module to 
facilitate the transmission of received images to the Clarifai 
API and the retrieval of extracted concepts from them post-
processing.  

 To ensure synchronization of data from both the neural 
headset and the glasses, the node.js application employs Data 
Aggregation module. This module harmonizes data from the 
two sources under a single timestamp, accommodating the 
different frequencies of data reception – emotional data at 0.1 
Hz and images from the glasses, for example, at 2 Hz. The 
unified data, encapsulated within a JSON object, comprises 
several crucial components: the image in base64 format along 
with its acquisition timestamp, concepts and objects extracted 
by the Clarifai API, the user's emotional states, and potentially 
the names of virtual objects projected by the AR/VR smart 
glasses. Finally, the aggregated data can be stored in a 
database for subsequent lifelog queries, offering various 
filtering options such as temporal, conceptual, or emotional 
states. 

C. Application scenarios 

The lifelogging system outlined demonstrates potential in 
enhancing personal experiences and immortalizing memories 
during events or activities across various scenarios and 
different realms: reality, augmented reality, and virtual reality 
(see Figure 2). 

Based on the type of smart glasses utilized, we encounter 
the following three usage scenarios: 

• Lifelogging in real-life exploring a mall.  

 In this scenario, the user wears AI-IP60 eyeglasses, 
which are equipped with a full HD video micro camera 
boasting a resolution of 1920×1080, as they navigate a 
shopping mall. Images are captured by an Android 
Interface Application at a rate of 2 images per second, 
following its default setting. These images are then 
transmitted to the data retrieval module of the node.js 
server, where the Clarifai API is employed to extract 
concepts and objects from them (see Fig. 3, right).  

 Simultaneously, the user's emotions are monitored 
by the Emotiv EPOC X neural headset, providing 
feedback at a rate of 1 record per 10 seconds, aligning with 
the standard rate offered by the Cortex API for users 
without a premium account. Following the processing of 
raw data obtained from the 14 electrodes of the neural 
headset on the Emotiv CLOUD server, the user's 
emotional state is characterized by six fundamental 
emotions: focus, engagement, excitement, stress, 
relaxation and interest. Each emotion is represented by a 
coefficient ranging from 0 to 1, indicating the significance 
of that particular emotion within the user's overall 
emotional state (see Fig. 3, left). 

Fig. 1. Block architecture diagram of the proposed lifelogging system showing devices, components, third-party services, and dataflows. 

Fig. 2. Examples of scenarios involving the user wearing various types of 
smart glasses, each offering distinct visual experiences: a) interacting with 
physical reality, b) engaging with augmented reality overlays, c) immersing 
oneself in virtual reality environments. 
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• Augmented reality lifelogging for education.  

 In this scenario, we have the option to utilize Vuzix 
Blade AR glasses to showcase a 3D projection of a virtual 
human skeleton, thereby facilitating educational 
exploration. With this approach, students can engage with 
interactive 3D models of bones, allowing for a 
comprehensive understanding of human anatomy. Under 
the guidance of their instructor, students delve into a 
detailed examination of each bone, discerning key features 
and comprehending their respective functions. 

 To capture the visual lifelog, we can employ a 
JavaScript application operating within the browser. Once 
granted permission by the Vuzix Blade AR glasses, this 
application can access its augmented reality video stream, 
enabling the capture of screenshots. These screenshots can 
then be sent to the node.js server for analysis and storage, 
along with the concepts and virtual objects extracted from 
the scene. For recording emotions, the procedure is like the 
one in the previously described scenario. 

• Lifelogging in virtual reality through gaming 
experiences. 

 Consider the scenario of a passionate gamer named 
John, who is enthusiastic about both lifelogging and 
virtual reality (VR), using an HTC Vive headset. John 
decides to embark on a lifelogging adventure within his 
beloved VR gaming environment, "The Climb 2." 

 The HTC Vive headset requires a gaming computer 
for operation. To lifelog in VR, one could either capture 
screenshots directly from the computer or develop a VR 
app in Unity to automatically log objects within the user's 
field of view in the scene. However, there is a limitation 
when it comes to wearing the Emotiv EPOC X headset 
with the HTC Vive. The speakers of the HTC Vive headset 
come into contact with the neural headset, failing to reach 
the ear area (see Fig. 2c for details). Consequently, most 
of the weight of the HTC Vive headset is supported by the 
neural headset, making prolonged wear impractical for 
users like John. 

IV. CONCLUSION AND LIMITATIONS  

In this paper we present the technical details of a 
lifelogging system designed to capture the visual subtleties of 
daily experiences from reality or provided by various models 

of AR or VR smart glasses, complemented by the Emotiv 
EPOC X neural headset for the detection and analysis of 
emotions. Simultaneously using smart glasses and a neural 
headset may lead to discomfort due to their physical form 
factor, weight, and wiring requirements, impacting user 
comfort and device usability. Therefore, it is advisable for 
such systems to utilize a single device that combines the 
functionalities of both smart glasses and neural headsets. 

In our future work, we intend to explore the 
feasibility of incorporating the system into smart 
environments [47], [48] and hyper-connected cars [49], [50] 
while also examining its potential utility for individuals with 
visual [51], [52], [53] or motor impairments[54]. 

ACKNOWLEDGMENT  

This work was supported by the project "Interdisciplinary 
Cloud and Big Data Center at Ștefan cel Mare University of 
Suceava", POC/398/1/1, 343/390019, co-founded by the 
European Union. 

REFERENCES 

[1] C. Gurrin, A. F. Smeaton, and A. R. Doherty, 
‘LifeLogging: Personal Big Data’, INR, vol. 8, no. 1, pp. 
1–125, Jun. 2014, doi: 10.1561/1500000033. 

[2] M. D. Schipor and R.-D. Vatavu, ‘Neurobiological and 
neurocognitive models of vision for touch input on 
mobile devices’, in 2017 E-Health and Bioengineering 

Conference (EHB), Jun. 2017, pp. 353–356. doi: 
10.1109/EHB.2017.7995434. 

[3] A. K. Anderson, P. E. Wais, and J. D. E. Gabrieli, 
‘Emotion enhances remembrance of neutral events past’, 
Proceedings of the National Academy of Sciences, vol. 
103, no. 5, pp. 1599–1604, Jan. 2006, doi: 
10.1073/pnas.0506308103. 

[4] S. Hamann, ‘Cognitive and neural mechanisms of 
emotional memory’, Trends in Cognitive Sciences, vol. 
5, no. 9, pp. 394–400, Sep. 2001, doi: 10.1016/S1364-
6613(00)01707-1. 

[5] N. Yeh, S. J. Barber, G. Suri, and P. Opitz, ‘The role of 
reappraisal success in emotional and memory 
outcomes’, Emotion, vol. 20, no. 6, pp. 939–950, 2020, 
doi: 10.1037/emo0000575. 

[6] J. Bisby and N. Burgess, ‘Differential effects of negative 
emotion on memory for items and associations, and their 
relationship to intrusive imagery’, Current Opinion in 

Behavioral Sciences, vol. 17, pp. 124–132, Oct. 2017, 
doi: 10.1016/j.cobeha.2017.07.012. 

[7] A. Mathews, V. Ridgeway, and E. A. Holmes, ‘Feels 
like the real thing: Imagery is both more realistic and 
emotional than verbal thought’, Cognition & Emotion, 
Feb. 2013, Accessed: Mar. 22, 2024. [Online]. 
Available: 
https://www.tandfonline.com/doi/abs/10.1080/0269993
1.2012.698252 

[8] E. A. Holmes and A. Mathews, ‘Mental imagery in 
emotion and emotional disorders’, Clinical Psychology 

Review, vol. 30, no. 3, pp. 349–362, Apr. 2010, doi: 
10.1016/j.cpr.2010.01.001. 

[9] M. Dodge and R. Kitchin, ‘“Outlines of a World Coming 
into Existence”: Pervasive Computing and the Ethics of 
Forgetting’, Environ Plann B Plann Des, vol. 34, no. 3, 
pp. 431–445, Jun. 2007, doi: 10.1068/b32041t. 

Fig. 3. An example of aggregated data presented in JSON format, extracted 
from processing images acquired from AI-IP60 smart glasses (right) and 
analyzing signals from the neural headset EMOTIV EPOC X (left). 

17th International Conference on DEVELOPMENT AND APPLICATION SYSTEMS, Suceava, Romania, May 23-25, 2024

185



[10] K. Kitamura, T. Yamasaki, and K. Aizawa, ‘Food log by 
analyzing food images’, in Proceedings of the 16th ACM 

international conference on Multimedia, in MM ’08. 
New York, NY, USA: Association for Computing 
Machinery, Oct. 2008, pp. 999–1000. doi: 
10.1145/1459359.1459548. 

[11] Z. Hinbarji, R. Albatal, N. O’Connor, and C. Gurrin, 
‘LoggerMan, a Comprehensive Logging 
and Visualization Tool to Capture Computer Usage’, in 
MultiMedia Modeling, Q. Tian, N. Sebe, G.-J. Qi, B. 
Huet, R. Hong, and X. Liu, Eds., in Lecture Notes in 
Computer Science. Cham: Springer International 
Publishing, 2016, pp. 342–347. doi: 10.1007/978-3-319-
27674-8_31. 

[12] ‘Non-invasive analysis of sleep patterns via multimodal 
sensor input | Personal and Ubiquitous Computing’. 
Accessed: Jan. 20, 2024. [Online]. Available: 
https://link.springer.com/article/10.1007/s00779-012-
0623-1 

[13] F. Zini, M. Reinstadler, and F. Ricci, ‘Life-logs 
Aggregation for Quality of Life Monitoring’, in 
Proceedings of the 5th International Conference on 

Digital Health 2015, in DH ’15. New York, NY, USA: 
Association for Computing Machinery, Mai 2015, pp. 
131–132. doi: 10.1145/2750511.2750531. 

[14] T. van Teijlingen, E. Oudman, and A. Postma, 
‘Lifelogging as a rehabilitation tool in patients with 
amnesia: A narrative literature review on the effect of 
lifelogging on memory loss’, Neuropsychological 

Rehabilitation, vol. 32, no. 10, pp. 2646–2672, Nov. 
2022, doi: 10.1080/09602011.2021.1974891. 

[15] M. Harvey, M. Langheinrich, and G. Ward, 
‘Remembering through lifelogging: A survey of human 
memory augmentation’, Pervasive and Mobile 

Computing, vol. 27, pp. 14–26, Apr. 2016, doi: 
10.1016/j.pmcj.2015.12.002. 

[16] A. Aiordăchioae, R.-D. Vatavu, and D.-M. Popovici, ‘A 
design space for vehicular lifelogging to support 
creation of digital content in connected cars’, in 
Proceedings of the ACM SIGCHI Symposium on 

Engineering Interactive Computing Systems, in EICS 
’19. New York, NY, USA: Association for Computing 
Machinery, Iunie 2019, pp. 1–6. doi: 
10.1145/3319499.3328234. 

[17] J. McVeigh-Schultz et al., ‘Vehicular lifelogging: new 
contexts and methodologies for human-car interaction’, 
in CHI ’12 Extended Abstracts on Human Factors in 

Computing Systems, in CHI EA ’12. New York, NY, 
USA: Association for Computing Machinery, Mai 2012, 
pp. 221–230. doi: 10.1145/2212776.2212800. 

[18] J. Gemmell, ‘Life-logging, thing-logging and the 
internet of things’, in Proceedings of the 2014 workshop 

on physical analytics, in WPA ’14. New York, NY, 
USA: Association for Computing Machinery, Iunie 
2014, p. 17. doi: 10.1145/2611264.2611276. 

[19] E. Berry et al., ‘The use of a wearable camera, 
SenseCam, as a pictorial diary to improve 
autobiographical memory in a patient with limbic 
encephalitis: A preliminary report’, Neuropsychological 

Rehabilitation, vol. 17, no. 4–5, pp. 582–601, 2007, doi: 
10.1080/09602010601029780. 

[20] G. Stix, ‘Photographic Memory: Wearable Cam Could 
Help Patients Stave Off Effects of Impaired Recall’, 
Scientific American. Accessed: Feb. 23, 2024. [Online]. 
Available: 
https://www.scientificamerican.com/article/photographi
c-memory-wearable/ 

[21] D. J. Vandervoort, ‘The importance of emotional 
intelligence in higher education’, Curr Psychol, vol. 25, 
no. 1, pp. 4–7, Mar. 2006, doi: 10.1007/s12144-006-
1011-7. 

[22] R. P. Bagozzi, M. Gopinath, and P. U. Nyer, ‘The Role 
of Emotions in Marketing’, Journal of the Academy of 

Marketing Science, vol. 27, no. 2, pp. 184–206, Apr. 
1999, doi: 10.1177/0092070399272005. 

[23] J. Chen, X. Lin, W. Ma, Y. Wang, and W. Tang, ‘EEG-
based emotion recognition for road accidents in a 
simulated driving environment’, Biomedical Signal 

Processing and Control, vol. 87, p. 105411, Jan. 2024, 
doi: 10.1016/j.bspc.2023.105411. 

[24] O.-A. Schipor and R.-D. Vatavu, ‘Towards a multimodal 
emotion recognition framework to be integrated in a 
Computer Based Speech Therapy System | IEEE 
Conference Publication | IEEE Xplore’. Accessed: Mar. 
19, 2024. [Online]. Available: 
https://ieeexplore.ieee.org/abstract/document/5940727 

[25] O. A. Schipor, S. G. Pentiuc, and M. D. Schipor, ‘The 
Utilization of Feedback and Emotion Recognition in 
Computer based Speech Therapy System’, Elektronika 

ir Elektrotechnika, vol. 109, no. 3, Art. no. 3, Mar. 2011, 
doi: 10.5755/j01.eee.109.3.181. 

[26] O.-A. Schipor, D.-M. Schipor, E. Crismariu, and S. G. 
Pentiuc, ‘Finding key emotional states to be recognized 
in a computer based speech therapy system’, Procedia - 

Social and Behavioral Sciences, vol. 30, pp. 1177–1182, 
Jan. 2011, doi: 10.1016/j.sbspro.2011.10.229. 

[27] A. Saxena, A. Khanna, and D. Gupta, ‘Emotion 
Recognition and Detection Methods: A Comprehensive 
Survey’, Journal of Artificial Intelligence and Systems, 
vol. 2, no. 1, pp. 53–79, Feb. 2020, doi: 
10.33969/AIS.2020.21005. 

[28] Y. Tang, X. Zhang, X. Hu, S. Wang, and H. Wang, 
‘Facial Expression Recognition Using Frequency Neural 
Network’, IEEE Transactions on Image Processing, vol. 
30, pp. 444–457, 2021, doi: 10.1109/TIP.2020.3037467. 

[29] Md. Rayhan Ahmed, S. Islam, A. K. M. Muzahidul 
Islam, and S. Shatabda, ‘An ensemble 1D-CNN-LSTM-
GRU model with data augmentation for speech emotion 
recognition’, Expert Systems with Applications, vol. 218, 
p. 119633, May 2023, doi: 10.1016/j.eswa.2023.119633. 

[30] R.-N. Duan, X.-W. Wang, and B.-L. Lu, ‘EEG-Based 
Emotion Recognition in Listening Music by Using 
Support Vector Machine and Linear Dynamic System’, 
in Neural Information Processing, T. Huang, Z. Zeng, 
C. Li, and C. S. Leung, Eds., in Lecture Notes in 
Computer Science. Berlin, Heidelberg: Springer, 2012, 
pp. 468–475. doi: 10.1007/978-3-642-34478-7_57. 

[31] L. Yang et al., ‘EEG based emotion recognition by 
hierarchical bayesian spectral regression framework’, 
Journal of Neuroscience Methods, vol. 402, p. 110015, 
Feb. 2024, doi: 10.1016/j.jneumeth.2023.110015. 

[32] M. Khan, W. Gueaieb, A. El Saddik, and S. Kwon, 
‘MSER: Multimodal speech emotion recognition using 

17th International Conference on DEVELOPMENT AND APPLICATION SYSTEMS, Suceava, Romania, May 23-25, 2024

186



cross-attention with deep fusion’, Expert Systems with 

Applications, vol. 245, p. 122946, Jul. 2024, doi: 
10.1016/j.eswa.2023.122946. 

[33] E. D. Buyser, E. D. Coninck, B. Dhoedt, and P. Simoens, 
‘Exploring the Potential of Combining Smart Glasses 
and Consumer-grade EEG/EMG Headsets for 
Controlling IoT Appliances in the Smart Home’, p. 4 (6 
.)-4 (6 .), Jan. 2016, doi: 10.1049/ic.2016.0053. 

[34] S. Jiang, Z. Li, P. Zhou, and M. Li, ‘Memento: An 
Emotion-driven Lifelogging System with Wearables’, 
ACM Trans. Sen. Netw., vol. 15, no. 1, p. 8:1-8:23, 
Ianuarie 2019, doi: 10.1145/3281630. 

[35] J. Li et al., ‘EEGLog: Lifelogging EEG Data When You 
Listen to Music’. arXiv, Nov. 26, 2022. doi: 
10.48550/arXiv.2211.14608. 

[36] J. Li, W. Ma, M. Zhang, P. Wang, Y. Liu, and S. Ma, 
‘Know Yourself: Physical and Psychological Self-
Awareness With Lifelog’, Front. Digit. Health, vol. 3, 
Aug. 2021, doi: 10.3389/fdgth.2021.676824. 

[37] X. Li, H. Deng, J. Ouyang, H. Wan, W. Yu, and D. Wu, 
‘Act as What You Think: Towards Personalized EEG 
Interaction through Attentional and Embedded LSTM 
Learning’, IEEE Transactions on Mobile Computing, 
pp. 1–13, 2023, doi: 10.1109/TMC.2023.3283022. 

[38] H. Jeong, Y. W. Jeong, Y. Park, K. Kim, J. Park, and D. 
R. Kang, ‘Applications of deep learning methods in 
digital biomarker research using noninvasive sensing 
data’, DIGITAL HEALTH, vol. 8, p. 
20552076221136642, Jan. 2022, doi: 
10.1177/20552076221136642. 

[39] F. M. Calatrava-Nicolás et al., ‘Robotic-Based Well-
Being Monitoring and Coaching System for the Elderly 
in Their Daily Activities’, Sensors, vol. 21, no. 20, Art. 
no. 20, Jan. 2021, doi: 10.3390/s21206865. 

[40] M. Hassib, M. Khamis, S. Friedl, S. Schneegass, and F. 
Alt, ‘Brainatwork: logging cognitive engagement and 
tasks in the workplace using electroencephalography’, in 
Proceedings of the 16th International Conference on 

Mobile and Ubiquitous Multimedia, in MUM ’17. New 
York, NY, USA: Association for Computing Machinery, 
Noiembrie 2017, pp. 305–310. doi: 
10.1145/3152832.3152865. 

[41] J. A. Paradiso and J. A. Landay, ‘Guest Editors’ 
Introduction: Cross-Reality Environments’, IEEE 

Pervasive Computing, vol. 8, no. 3, pp. 14–15, Jul. 2009, 
doi: 10.1109/MPRV.2009.47. 

[42] S. Mann, T. Furness, Y. Yuan, J. Iorio, and Z. Wang, 
‘All Reality: Virtual, Augmented, Mixed (X), Mediated 
(X,Y), and Multimediated Reality’, 2018, doi: 
10.48550/ARXIV.1804.08386. 

[43] C. Pamparău, O.-A. Schipor, A. Dancu, and R.-D. 
Vatavu, ‘SAPIENS in XR: operationalizing interaction-
attention in extended reality’, Virtual Reality, vol. 27, 
no. 3, pp. 1765–1781, Sep. 2023, doi: 10.1007/s10055-
023-00776-1. 

[44] A. Aiordachioae and R.-D. Vatavu, ‘Lifelogging in 
Mixed Reality’, presented at the Conference on Human 

Factors in Computing Systems, Honolulu, HI, USA, 
May 2024. doi: 10.1145/3613905.3650897. 

[45] A. Aiordachioae and R.-D. Vatavu, ‘Life-Tags: A 
Smartglasses-based System for Recording and 
Abstracting Life with Tag Clouds’, Proc. ACM Hum.-

Comput. Interact., vol. 3, no. EICS, p. 15:1-15:22, Iunie 
2019, doi: 10.1145/3331157. 

[46] O. Schipor, R.-D. Vatavu, and J. Vanderdonckt, 
‘Euphoria: A Scalable, Event-driven Architecture for 
Designing Interactions across Heterogeneous Devices in 
Smart Environments’, Information and Software 

Technology, vol. 109, May 2019, doi: 
10.1016/j.infsof.2019.01.006. 

[47] O.-A. Schipor, R.-D. Vatavu, and W. Wu, ‘SAPIENS: 
Towards Software Architecture to Support Peripheral 
Interaction in Smart Environments’, Proc. ACM Hum.-

Comput. Interact., vol. 3, no. EICS, p. 11:1-11:24, Iunie 
2019, doi: 10.1145/3331153. 

[48] O.-A. Schipor, W. Wenjun, T. Wei-Tek, and R.-D. 
Vatavu, ‘Software architecture design for spatially-
indexed media in smart environments’, Advances in 

Electrical & Computer Engineering, vol. 17, no. 2, pp. 
17–22, 2017. 

[49] O.-A. Schipor and R.-D. Vatavu, ‘Empirical Results for 
High-definition Video and Augmented Reality Content 
Delivery in Hyper-connected Cars’, Interacting with 

Computers, vol. 33, no. 1, pp. 3–16, Jan. 2021, doi: 
10.1093/iwcomp/iwaa025. 

[50] O.-A. Schipor and R.-D. Vatavu, ‘Towards Interactions 
with Augmented Reality Systems in Hyper-Connected 
Cars’. 

[51] R.-D. Vatavu, P.-P. Rusu, O.-A. Schipor, and M.-D. 
Schipor, ‘Preferences of people with visual impairments 
for augmented and mediated vision: A vignette 
experiment’, Multimed Tools Appl, Sep. 2021, doi: 
10.1007/s11042-021-11498-4. 

[52] M. D. Schipor and R.-D. Vatavu, ‘Coping strategies of 
people with low vision for touch input: A lead-in study’, 
in 2017 E-Health and Bioengineering Conference 

(EHB), Jun. 2017, pp. 357–360. doi: 
10.1109/EHB.2017.7995435. 

[53] P.-P. Rusu, M.-D. Schipor, and R.-D. Vatavu, ‘A Lead-
In Study on Well-Being, Visual Functioning, and 
Desires for Augmented Reality Assisted Vision for 
People with Visual Impairments’, in 2019 E-Health and 

Bioengineering Conference (EHB), Nov. 2019, pp. 1–4. 
doi: 10.1109/EHB47216.2019.8970074. 

[54] O.-A. Schipor, L.-B. Bilius, and R.-D. Vatavu, 
‘WearSkill: personalized and interchangeable input with 
wearables for users with motor impairments’, in 
Proceedings of the 19th International Web for All 

Conference, in W4A ’22. New York, NY, USA: 
Association for Computing Machinery, Apr. 2022, pp. 
1–5. doi: 10.1145/3493612.3520455. 

 

17th International Conference on DEVELOPMENT AND APPLICATION SYSTEMS, Suceava, Romania, May 23-25, 2024

187




