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Abstract— Credit card fraud detection is a critical challenge 

in the financial sector, necessitating effective models for 

handling imbalanced data. This study explores the application 

of the Random Forest algorithm, emphasizing its performance 

in addressing the intricacies of data distribution. Building upon 

existing research, the model is refined through advanced data 

processing methods and optimized hyperparameters. The 

proposed solution encompasses detailed insights into data 

processing, tackles imbalanced data challenges using Synthetic 

Minority Over-sampling Technique (SMOTE), and employs 

Random Forest with entropy as the guiding criterion. 

Evaluation metrics, including accuracy, precision, recall, and 

F1-Score, assess model performance. Comparative results 

showcase the model's efficacy in reducing undetected fraudulent 

transactions, particularly in scenarios with imbalanced data. 

The discussion delves into the nuanced trade-offs between false 

positives and false negatives, highlighting the model's 

adaptability in diverse data distributions. The study concludes 

by outlining future research directions, emphasizing scalability, 

personalized detection capabilities, and real-world testing to 

enhance credit card fraud detection systems. 
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I. INTRODUCTION 

Credit cards, originating in the early 20th century, have 
become essential for convenient and secure transactions 
worldwide, with their popularity and the availability for 
different options continuing to grow [1]. In today's digital era, 
credit cards extend beyond physical form into digital wallets 
like Apple Pay, Google Wallet, and Samsung Pay, enabling 
information to be stored on smartphones for contactless 
payments [2]. Credit card integration with online payment 
systems and e-commerce platforms has increased online 
shopping, easily enabling worldwide purchases. Technology 
such as tokenization, which protects card details, and two-
factor authentication improves transaction security [3]. 
However, there are several concerns related to cybersecurity, 
including the risks of fraud, identity theft, or the security of 
transaction data [4]. The 2023 Payments Threats and Fraud 
Trends Report [5] highlights the increasing complexity of 
social engineering and phishing attacks, the persistence of 
malware threats, including advanced persistent threats 
(APTs), botnets, distributed denial-of-service (DDoS) attacks, 
and the persistent risk of malware, highlighting the financial 
sector's vulnerability and the need for robust cybersecurity 
measures. A representative report [6] shows the following 
statistics: a significant percent of global credit card fraud, 
nearly 46%, occurs in the United States. Projections indicate 
that by 2026, credit card fraud worldwide will grow up to $43 
billion, with the U.S. experiencing losses exceeding $12.5 
billion by 2025 alone. This growing concern is reflected in 

consumer attitudes, with 48% of them believing that 
merchants bear the responsibility to shield them from fraud. 
Interestingly, the majority of fraudulent credit and debit card 
transactions, about 55%, involve sums less than $100, 
suggesting that smaller transactions are often targeted by 
fraudsters. 

In recent years, Artificial Intelligence (AI) and Machine 
Learning (ML) have gained significantly increasing 
applicability in different domains, including the financial 
sector. AI and ML algorithms are applied in different 
analytics, including online payment fraud detection. ENISA's 
opinion paper [7] has included machine learning as a possible 
way for financial fraud detection since 2018. Also, in 2019, 
VISA highlighted how financial institutions can use machine 
learning [8]. In this paper, we propose a credit card fraud 
detection technique based on the random forest algorithm 
based on work [9]. We show that the proposed method 
achieves better results in fraud detection of credit card 
transactions than related work [9], including evaluation 
metrics, such as accuracy, precision, recall, and F1-Score. 
While the related work [9] incorporated a specific set of 
features, preprocessing steps, and hyperparameter tuning 
techniques, we addressed this issue through significant 
adjustments in how the data was manipulated. Through 
intensive analysis and optimization of relevant features, we 
increased the overall accuracy of the Random Forest 
algorithm. Additionally, we made substantial adjustments to 
hyperparameters to optimize the trade-off between precision 
and recall. The rest of the paper is organized as follows: 
Section II provides an overview of representative related 
work, Section III discusses the proposed approach and the 
implementation, and Section IV discusses the results and 
comparison with related work. Finally, Section V presents the 
conclusions of the paper. 

II. RELATED WORK 

In the pursuit of optimal and effective solutions for fraud 
detection, numerous algorithms have been explored and 
refined. As fraud methodologies continually evolve [10], the 
need for information systems capable of adapting to the 
increasingly diverse profiles of malevolent actors becomes 
imperative. One algorithm that has demonstrated remarkable 
performance in classification problems, as highlighted in [11], 
is the Random Forest algorithm.  

The study [12] delves into an extensive exploration of 
various supervised machine learning algorithms for detecting 
fraudulent transactions in credit card data. The research aims 
to provide a comprehensive understanding of the strengths and 
weaknesses of different algorithms in the context of credit 
card fraud detection. By analyzing the comparative results, the 
study aims to shed light on the efficacy of each algorithm and 
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identify potential candidates for robust fraud detection 
systems. Another relevant contribution to the field is found in 
the work [13]. This research encompasses both a literature 
review and a comprehensive survey of existing machine 
learning algorithms employed in the detection of fraudulent 
credit card transactions. By examining the current state of the 
art in fraud detection techniques, the study aims to provide 
insights into the evolving landscape of credit card fraud and 
the corresponding advancements in algorithmic approaches. A 
more recent study [14] analyzes the efficiency of logistic 
regression, random forest, and decision trees in scenarios for 
classification, prediction, and identifying instances of 
fraudulent credit card transactions. The authors evaluate the 
performance of different models and demonstrate that the 
random forest model has the highest accuracy in predicting 
and detecting fraudulent credit card transactions, with an 
accuracy of 96%. Research [15] has explored advanced 
machine learning techniques for detecting credit card fraud. 
One study applied hybrid models incorporating Ada Boost and 
majority voting strategies, introducing noise levels of 10% and 
30% to improve effectiveness, with the voting system proving 
superior under noisy conditions. Another research [16] 
focused on using random forests to differentiate between 
typical and abnormal transactions, using data from a Chinese 
ecommerce platform to assess performance. Despite 
challenges like imbalanced data affecting efficacy on smaller 
datasets, random forests showed promising results. Further, an 
analysis of various machine learning algorithms [17] 
identified Random Forest, Xgboost, and Decision Tree as the 
most effective in predicting fraud, achieving high accuracy 
with by resampling methods to train the models. 

III. THE PROPOSED SOLUTION 

A. Data Processing 

In this paper, we use the Credit Card Transactions Fraud 
Detection Dataset [18]. This dataset provides two different 
partitions used for the fundamental phases of machine 
learning: training and testing. The dataset contains simulated 
instances of both legitimate and fraudulent banking 
transactions. It is important to note that these transactional 
data are synthetically generated for the purpose of algorithm 
evaluation and do not contain real-world bank or customer 
data. 

The dataset contains approximately 1.3 million rows of 
training data and 550,000 rows of test data, each characterized 
by 23 features free of missing values. During model training, 
an essential feature is the binary “is_fraud” label, where 0 
represents a non-fraudulent transaction, and 1 signifies a 
fraudulent one. 

The account holder's “age” is computed based on the 
“dob” feature of the dataset, while the 
“trans_date_trans_time” feature breaks down transaction 
timestamps into periods such as “Morning”, “Lunch”, 
“Afternoon”, and “Night”, aiding in establishing temporal 
patterns and time intervals between transactions by the same 
user, which is stored in “day_period”. The geographical 
distance (stored in the “distance”) between the payment 
location and the merchant's location, computed using the 
features “lat”, “long”, “merch_lat”, and “merch_long” of the 
dataset, is also a significant feature. The “cc_freq” feature 
represents the frequency of a specific card's usage for 
transactions by the user. 

The data scaling process uses the Robust Scaler [19] for 
standardizing data across various features and minimizing the 
impact of outliers. The transformation of object-to-numeric 
values is based on the Weight of Evidence technique, 
particularly used in the financial domain for effective model 
training [20]. 

TABLE I. SELECTED FEATURES 

Name Description 
amount transaction amount 
gender cardholder’s gender 

hour hour of the transaction 
day_period period of the day of the transaction 

age cardholder’s age 
distance distance between merchant location 

and transaction location 
hour_bet_trans hour difference since last transaction 

cc_freq credit card usage frequency 
category category of the purchased product 

 

B. Imbalanced Data 

 In machine learning, imbalanced datasets present a 
significant challenge, especially in contexts such as fraud 
detection. The imbalance in class distribution, with the 
minority class typically embodying fraud instances being less 
represented, can result in models biased towards the majority 
class. 

 To address this issue, the SMOTE (Synthetic Minority 
Oversampling Technique) technique is applied. By 
synthetically generating instances of the minority class (Fig. 
1), SMOTE mitigates the imbalance, enhancing the model’s 
ability to distinguish patterns related to fraud. This technique 
proves to be essential in fraud detection scenarios where 
fraudulent activities are relatively rare compared to legitimate 
transactions [21]. 

 

Fig 1. Data before and after SMOTE 

C. Random Forest Model 

Random Forest, known for its improved prediction 
accuracy and reduced overfitting, is an effective ensemble 
learning method based on decision trees. This technique 
employs binary trees to iteratively divide datasets by features, 
effectively labeling instances and adeptly identifying intricate 
data relationships [22]. 

We have employed entropy as the guiding criterion for 
decision tree construction within Random Forest. Entropy, 
defined in Eq. (1), provides an essential measure of dataset 
impurity [23]. The optimization of decision tree splits by 
minimizing entropy at each node aligns with our goal of 
achieving robust decision structures. 

 

Number equations consecutively. Equation numbers, 
within parentheses, are to position flush right, as in (1), using 
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a right tab stop. To make your equations more compact, you 
may use the solidus ( / ), the exp function, or appropriate 
exponents. Italicize Roman symbols for quantities and 
variables, but not Greek symbols. Use a long dash rather than 
a hyphen for a minus sign. Punctuate equations with commas 
or periods when they are part of a sentence, as in: 

 ���� = −∑ �	


	�� �����	� (1) 

The predilection for entropy over alternative criteria, such 
as Gini, is motivated by its capacity to provide a 
comprehensive metric for assessing dataset impurity and 
keeping diversity within decision trees. Prioritizing entropy in 
this context is intended to enhance the ensemble’s 
generalization and robustness by evaluating probability 
distributions within the dataset [22]. Another essential aspect 
related to the Random Forest model involves efficient control 
of the number of features considered at each split, focusing on 
the overall quantity of features in the model. This strategic 
constraint, keeping diversity among decision trees, prevents 
overfitting to noise and contributes significantly to the 
ensemble’s stability [24]. Another aspect that caused us to 
choose Random Forest is the ratio between the execution time 
and the value of the result obtained, avoiding overfitting. 

D. Evaluation Metrics 

 As presented in [25], there are several quantitative metrics 
that we can assess in determining the performance of a fraud 
detection system, as well as for comparison with other existing 
research. For this study, following the computing of True 
Positives (TP), True Negatives (TN), False Positives (FP), and 
False Negatives (FN), we used the following evaluation 
metrics: 

Accuracy = (TP + TN) / (TP + TN + FP + FN)      (2) 

Precision = TP / (TP + FP)                        (3) 

Recall = TP / (TP + FN)                           (4) 

F1-Score = 2 x Precision x Recall / (Precision + Recall)  (5) 

False Negative Rate = FN / (FN + TP)              (6) 

False Positive Rate = FP / (FP + TN)               (7) 

In the context of fraud detection, our primary purpose is to 
minimize the False Negative Rate (FNR) to prevent 
unauthorized transactions. Simultaneously, we aim to avoid 
causing inconvenience to legitimate users, so the False 
Positive Rate (FPR) should also be minimal. Therefore, a 
suitable evaluation metric is the F1-Score, which establishes a 
balance between Precision and Recall. To overcome 
individual decision tree limitations, Random Forest employs 
an ensemble learning approach, constructing multiple trees 
and aggregating their predictions for improved generalization 
and robustness. 

IV. RESULTS AND DISCUSSION 

The evaluation of our model’s performance, as depicted in 
Tables II and III, aligns with the specified values and provides 
a comprehensive analysis of its capabilities in managing 
imbalanced and balanced datasets. A comparison model [9] is 
employed as a reference point to prove the effectiveness of our 
approach. 

Our model exhibits robust performance in scenarios 
involving imbalanced data, where the negative class 

substantially outweighs the positive class. Table II 
summarizes the evaluation of our model for imbalanced data 
for six performance metrics by applying Eq. (2)-(7), as well as 
the comparison with reference [9] model, while Table III 
summarizes the results for balanced data. For imbalanced 
data, our model achieves a FPR of 0.62%, while the 
comparison model demonstrates a FPR value of 0.007%. This 
underscores the comparison model’s proficiency in correctly 
identifying instances of the negative class while minimizing 
false positives. Further, the FNR value for our model is 
20.37%, slightly higher than the comparison model’s 30.17%. 
While a higher FNR signifies instances where the model fails 
to identify positive cases, it is essential to consider that our 
model attains a superior F1-Score of 0.86 compared to the 
comparison model’s 0.81. This implies that our model strikes 
a more optimal balance between precision and recall. Our 
model’s recall stands at 0.79, outperforming the comparison 
model’s 0.69. The precision indicates the high accuracy of 
positive predictions made by our model, although the 
comparison model has a slightly better one. 

TABLE II. IMBALANCED DATA 

Performance Metric Our Model Comparison Model [9] 
FPR (%) 0.62 0.007 
FNR (%) 20.37 30.17 
F1-Score 0.86 0.81 

Recall 0.79 0.69 
Precision 0.95 0.97 
Accuracy 0.999 0.998 

In the context of balanced data scenarios, our model 
consistently demonstrates high performance across key 
metrics, proving its adaptability and reliability. The FPR 
remains impressively low at 0.21%, showing our model’s 
ability to maintain a balance between correctly identifying 
negative instances and minimizing false positives, comparable 
to the comparison model’s FPR of 0.038%. A significant 
highlight is the substantial reduction in the FNR to 15.3%, 
outperforming the comparison model’s FNR of 23.54%. This 
improvement underscores our model’s efficacy in accurately 
identifying positive instances within a balanced dataset. 
Despite this, the F1-Score remains at a competitive 0.82, 
aligning closely with the comparison model’s performance, 
proving a good balance between precision and recall. Our 
model’s outstanding recall of 0.85 surpasses the comparison 
model’s 0.76, indicating its superior ability to capture positive 
instances in the presence of balanced data. 

TABLE III. BALANCED DATA 

Performance Metric Our Model Comparison Model [9] 
FPR (%) 0.21 0.038 
FNR (%) 15.3 23.54 
F1-Score 0.82 0.82 

Recall 0.85 0.76 
Precision 0.79 0.88 
Accuracy 0.998 0.998 

With the constraint of the chosen data set, as presented in 
Table II and III, our model obtains better results in terms of 
FNR, the basic metric of our study (decrease of 9.8% in the 
case of imbalanced data, respectively 8.24% in the case of 
those balanced), the rest of the evaluation metrics remaining 
at a competitive value with the comparison model. 

     The most important improvements that have 
contributed to obtaining the result are the use of Robust Scaler 
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in case of data preparation, to make the model resistant to 
outliners, and SMOTE for imbalanced data. Regarding the 
construction of the model, after several empirical attempts to 
set hyperparameters, we concluded that the criterion of 
entropy, in combination with setting the number of features 
for each tree as 4, have led to the best results in the validation 
stage. 

V. CONCLUSION 

This paper highlights the effectiveness of machine 
learning technologies in addressing financial fraud in the 
contemporary digital context. Our comparative results 
indicate that the enhanced Random Forest algorithm has 
achieved noteworthy performance in reducing the rate of 
undetected fraudulent transactions compared to the related 
work. This improvement has significant implications for 
critical metrics such as the F1-score, reflecting a better balance 
between recall and precision. In the context of the trade-off 
between the False Positive Rate (FPR) and False Negative 
Rate (FNR), there emerges a prioritization of preventing 
fraudulent transactions, even at the expense of potential 
inconveniences for users not involved in fraud. This approach 
reflects an increased focus on the financial safety of users, 
with the consequence of accepting temporary discomfort in 
the process of authentication of transactions.  

Future research directions focus on improving 
personalized detection capabilities and expanding model 
testing in a real test environment involving direct interactions 
with clients, for a better evaluation of it. These efforts are 
essential for strengthening the efficiency of fraud detection 
systems, tailoring them specifically to the particular needs of 
users, and thus ensuring robust and personalized financial 
security. 
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