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Abstract— Nowadays, most systems use artificial intelligence 

algorithms to automate tasks and reduce the time required for 

execution. Moreover, it must estimate the bias risks that can be 

introduced within the system. Based on these considerations, 

quantitative measures and prioritization strategies can be 

established for those inadequate situations, choosing an 

appropriate method to overcome gender bias. In this study, the 

impact of gender bias on an annual salary risk score due to gender 

bias was analyzed to identify and reduce it as much as possible in 

machine learning algorithms and on text data provided to a virtual 

assistant. The study finds that gender bias can influence our 

decisions by illustrating hypotheses on how algorithms affect 

prioritization decisions and strengthen stereotypes by favoring 

men against women. Recommendations to lower gender bias can 

include training programs for poor people that face substantial 

barriers to accessing education; training programs for people with 

a low level of education or no access; access to all kinds of jobs for 

women; assurance of diversity and inclusiveness; and algorithms 

that are fair and trained with the definite goal of reducing gender 

bias. 
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I.  INTRODUCTION 

Artificial intelligence (AI) [1] technologies have been 
around for a while, but due to a lack of computer power, they 
became increasingly popular when graphics processing unit 
(GPU) [2] development increased computing capacity. In 
recent years, tremendous improvements in AI have been made 
thanks to the availability of large amounts of data and 
innovative algorithms. 

AI is defined as a computer that replicates cognitive 
functions, such as learning and problem solving, that humans 
identify with the human mind. AI has the ability to improve 
efficiency, accuracy, precision, and performance across a wide 
range of fields as a result of various applications developed that 
can execute jobs that were previously done manually by people 
[3]. Advanced web search engines (Google) [4], 
recommendation systems that trail YouTube, Amazon, and 
Netflix [5-7], understanding human speech such as Siri [8] or 
Alexa [9], self-driving cars [10], automated decision-making, 
and competing at the highest level in strategic game systems 
succeeding to exceed human capability such as chess playing 
(IBM's Deep Blue succeeds to beat world chess champion 

Garry Kasparov) are just a few examples of AI-powered 
applications [11]. However, in addition to the numerous 
benefits of AI, it is critical that everyone understands the 
possible hazards and ethical problems [12] that AI raises, a 
worry that applies to both tech and non-tech users. For AI 
solutions to be deployed efficiently, they must adhere to the 
values and ethical data best practices proposed through the 
development of federal standards to ensure the building blocks 
for dependable, robust, and trustworthy AI systems [13]. In 
offering robustness solutions, AI can pose compliance and 
ethical concerns in areas like data protection, transparency, 
fairness, explainability, and inconsistency. Moving ahead, the 
focus of this research is on the concern that arises as a result of 
bias because it has the potential to do severe harm. Bias is a 
systematic error in an AI system; in other words, it is a 
“disproportionate weight in favour of or against an idea or 
thing, usually in a way that is closed-minded, prejudicial, or 
unfair. Biases can be innate or learned. People may develop 
biases for or against an individual, a group, or a belief” [14]. 
There are many types of bias discussed in the literature, 
including algorithmic bias, human bias, cognitive bias, 
statistical bias, prejudice bias (ageism, racism, sexism, and so 
on), and societal bias, but the current paper is just interested in 
gender bias. 

Furthermore, the primary goal will be to comprehend 
gender bias in the workplace and its consequences for 
individuals. Only by understanding where gender bias 
reductions can be used and how they interact making continual 
progress in avoiding and resolving negative consequences. 

This work attempts to understand the ways in which gender 
prejudice affects day-to-day activities in order to develop 
successful and cost-effective algorithms to counteract it.  

The following is a breakdown of the paper's structure. The 
previous work in terms of gender prejudice is described in 
Section 2. The gender bias modeling section of this research is 
introduced in Section 3. The flow of eliminating gender bias is 
depicted in Section 4 of the results. Finally, Section 5 
summarizes the findings and suggests future study directions. 

II. PRIOR WORK 

According to a recent study, technology companies profit 
from the spectrum of white femininity by programming it into 
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artificially intelligent virtual assistants (AI VAs), causing harm 
to people of color [15-16]. 

Sex or racial bias in AI-based cardiac magnetic resonance 
(CMR) segmentation has been investigated [17]. 

Given the high rate of maternal mortality in the United 
States each year due to pregnancy or its consequences and the 
large racial and ethnic disparities in pregnancy-related 
mortality, this is a major concern [18]. There have also been 
some inconsistencies in facial recognition, such as racial 
recognition due to AI prejudice, which has resulted in many 
black women being misidentified as men [19]. According to 
another study, popular applications that have already been built 
exhibit clear discrimination based on skin color. Incorrect, 
incomplete, or unvarying data sets on which the application is 
being trained are one cause of unfair and biased results [20]. It 
was also studied when and how harm might be introduced 
throughout the machine learning life cycle, presenting high-risk 
infections at different stages (Fig. 1) within an end-to-end 
solution, including both data generation and model building and 
implementation, to identify, anticipate, prevent, and mitigate 
undesirable consequences [21].

 

Fig. 1. Data generation [21]  

Virtual assistants are a widely used product in today's 
society, appearing in cell phones, speakers, business apps, 
driving cars, and other places. The majority of them come with 
a female name and voice by default [22]. 

Virtual assistants are now in charge of over a billion actions 
every month, ranging from the most basic—such as checking 
the time—to the most crucial—such as contacting emergency 
services. To put it another way, it must pay close attention in 
order to decrease bias and improve performance. Gender-
neutral virtual assistants, which convey that intelligent 
technologies do not need to have an assigned gender, are one 
method to avoid these issues. It is often overlooked that it 
collects gender binary data to create a viable virtual assistant. 

III. GENDER BIAS  

Gender bias is easy to introduce in many aspects of the AI 
development process, from data collection to solution 
implementation. To see that, the study was divided into two 
parts: one is an analysis of gender bias in a common workplace 
based on structured data, and the other is a text check for 
existing bias in it so that we are aware when we include it in our 
virtual assistants. 

A. Annual salary earnings Dataset 

To examine gender prejudice, the Disparate Impact 
Remover [23] algorithm was used, which was already 
integrated by IBM Research within AI Fairness 360 [24], to 
detect and mitigate gender bias during the preprocessing phase. 
The data utilized may be found on Kaggle [25], and it covers 
the individual's annual income as a result of numerous factors. 
It is influenced, as expected, by the individual's educational 
level, age, gender, occupation, and other dataset factors. The 
income column (dependent variable) in the dataset (Fig. 2) has 
two classes: <=50K and >50K. The remaining independent 
variables (features) are linked to demography and other 
personal characteristics. 

 

 

Fig. 2. Annual salary earnings data 

B. Toxic comment data on Wikipedia  

The dataset contains many Wikipedia comments [26–27] 
that have been rated for harmful behavior by humans (Fig. 3). 
The following are the most common types of toxicity: toxic, 
severe toxic, obscene, threat, insult, and identity hate.  
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Fig. 3. Toxic comment data on Wikipedia 

 The wiki-news-300d-1M.vec file was used, which contains 
"1 million word vectors trained on Wikipedia 2017, UMBC 
webbase corpus, and statmt.org news dataset (16B tokens)" in 
this experiment [28]. The procedure for unbiasing gender data 
to provide a correct outcome is shown in Fig. 4. 

 

Fig. 4. The unbiasing data 

 

A type of long-short-term memory (LSTM) [29] was used 
as the architecture. In addition, the FastText open-source library 
was used to train text representations and classifiers. 

IV. RESULTS 

A. Annual salary earnings Dataset 

An unbalanced dataset was found (Fig. 5) (binary class, 
earning less than 50k and greater than 50k), and in Fig. 6, the 
gender distribution of females and males can be shown, with 
the males' class being twice as big as the females' class as 
follows: 

 

Fig. 5. Earnings data 

 

Fig. 6. Gender data unbalance  

The linear regression technique with standardization 
(Standard Scaler) was applied on 32561 data. At the split, 20% 
of the data was kept for testing phase. 
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Fig. 7. Gender data debiased  

As shown in Fig. 7, the disparate impact increased from 
32.65% to 54.52% after using the Disparate Impact Remover 
method (where bigger corresponds to better, the ideal value 
should be 100 percent). 

B. Toxic comment data on Wikipedia  

This experiment tackled a natural language processing 
(NLP) problem that is frequently encountered in virtual 
assistant solutions with the goal of better understanding the risk 
of online abuse and harassment, which means many people stop 
expressing themselves and give up on seeking different 
perspectives, resulting in a lack of effectiveness in facilitating 
conversations, leading many communities to limit, or 
completely shut down user comments. An architecture was 
defined by an embedding layer, a LSTM layer (25 units), a 
GlobalMaxPool1D, two dropout layers (dropout rate of 0.01), 
two dense layers, and an Adam optimizer (learning rate of 3e-
5). 

 

Fig. 8. Data split shape 

The split for each label can be seen in the figure above: 
training data 80%, test data 20% (Fig. 8), using the following 
encoding: 0: toxic; 1-severe toxic; 2-obscene; 3-threat; 4-insult; 
5-identity hate. In Table I are presented different performance 
metrics (precision, recall, and F1-Score) computed as in Fig. 9 
[30].  

 

Fig. 9. Performance metrics  

These measures are critical for assessing how well 
classifiers function, particularly in cases where there is an 
imbalance in the classes. A high precision indicates a cautious 
labelling of a positive sample by the classifier. A high recall 
indicates that the majority of the positive samples were properly 

labelled by the classifier. The balance between these two 
measures is offered by the F1-score. 

The following table shows the results for each case: 

I. CLASSIFICATION REPORT 

Architecture Label Precision Recall F1-Score 

LSTM 

toxic        0.33 0.35 0.34 

severe toxic 0 0 0 

obscene 0.34 0.34 0.34 

threat 0 0 0 

insult 0.35 0.30 0.32 

identity hate 0.26 0.15 0.19 

 

 

Fig. 10. Validation Area Under the Curve 

As shown in Figure 10, the validation Area Under the Curve 
(AUC) did not improve from 91.80% (run the model with batch 
size = 64, max epochs = 100, patience = 10, eval metric = 
auc_score) monitoring 'val_auc' and a loss function of 0.0877. 
Table I shows that the worst results were obtained by threat and 
severe toxic, with insufficient sample data for training available 
for both labels as a factor. 

 

V. CONCLUSIONS AND FUTURE WORK 

The current study sought to identify prejudice and devise 
strategies to reduce it as much as feasible, as you can see. Men 
often benefit more than women, as was seen in the first case 
when the yearly income was assumed. It is crucial that we 
comprehend the possibility of bias in systems that employ text 
data, as evidenced by the second case, where bias was found to 
be introduced even on an NLP work. Thus, in order to solve the 
challenges facing the world, it is imperative that concerns be 
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raised and that people understand the biases that such 
institutions uphold as well as how to change them. 

It trained a million 300-dimensional word vectors using 
transfer learning on Wikipedia and the statmt.org news dataset, 
however the classification report's low precision and recall were 
caused by insufficient training data for those labels. The fact 
that they had not come across instances when these edge 
corners appeared throughout the context as opposed to just 
embracing a few related words because of word embeddings 
might also have contributed to that circumstance. An 
embedding layer that learns task-specific embeddings is also a 
part of the design. Using previously learned word embeddings 
that have been trained on a bigger corpus is another avenue for 
research that aims to improve accuracy and recall. Although 
biases can be addressed by AI, they can also be inherited or 
reinforced. Establishing a workplace that is inclusive, varied, 
safe, and balanced is essential to eradicating gender prejudice. 

In order to remove any biases that could be present in a 
system and produce a more robust solution, it plans to carry out 
in-depth evaluations of alternative designs at different depths as 
a future research topic. 
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