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Abstract— This paper addresses a significant challenge that 

has emerged over the last few decades: the application of 

nature-inspired computing to develop advanced control 

systems in robotics. By drawing on concepts and algorithms 

derived from biological phenomena, the research seeks to 

enhance the behavior and performance of mobile robots in 

diverse environments and operational scenarios. This study 

focuses on the application of living cell functions and 

communication models to design reconfigurable control 

systems that leverage parallel and concurrent data processing. 

To achieve this, the paper proposes the structure of a 

computing cell, a Venn diagram of the control system 

grounded in the membrane computing model, and a functional 

diagram of the control system. These foundations support the 

prototyping and deployment of a sensor array for managing 

the position of mobile robots within their workspace. 

Keywords—mobile robot, control, nature inspired computing, 

membrane computing, P-Systems, cell computing, fuzzy logic, 

neural network, parallel computing, FPGA, development board 

DE0-nano. 

I. INTRODUCTION 

The membrane computing model, also known as P-
Systems, is a computational paradigm inspired by living cell 
biology that offers significant potential for the design of 
algorithms for parallel and concurrent computing [1-4]. 
These models are an extension of DNA computing that 
offers advantages in modeling discrete, distributed, parallel, 
pipeline and multiset systems and evolve based on rewritten 
rules. The membrane computing paradigm was first proposed 
by Gheorghe Paun in 1998 as an approach to calculus 
inspired by nature [5]. These systems are based on the 
concept of processing information using membranes, just as 
biological organisms' process chemicals through their cell 
membranes [6-9]. 

Nature, as an inherently aggressive environment, has 
provided optimal conditions for the evolution of human 
understanding and interpretation of biological, physical, and 
chemical phenomena in nature. As a result of the 
evolutionary and selection processes, today we are diverse 
and very complex in nature [10, 11]. 

Natural systems, from individual organizations to entire 
ecosystems, are complex products of evolution and 
interactions among their components. Having an extremely 

high degree of complexity, they exhibit unpredictable and 
imprecise behavior, at the same time ensures the survival and 
adaptability of living organisms and ecosystems within their 
environment [12, 13]. 

Natural systems, especially living organisms and the 
ecosystems in which they live, offer a number of 
fundamental properties that have inspired numerous 
applications in various technological fields. Dynamics, 
flexibility, robustness, self-organization, simplicity of basic 
objects and decentralization are just some of these essential 
properties that have been adapted and applied in different 
technologies [5, 10, 11]. 

The definition of natural computing is based on the 
concept of the P-System, which is a computational model 
inspired by the functionality and structure of biological cells. 
This model of abstraction of computational processes is 
based on the interaction of chemicals and cell membranes, 
representing a way to understand and simulate computational 
mechanisms in the biological world. At the core of a P-
System are membranes, which represent an autonomous 
functional logical unit, including a set of objects, rules and/or 
a set of other membranes. The activity of a P-System is 
interdependent on the environment and the context in which 
it evolves and can only be analyzed in an environment that 
provides input data and consumes the results of its 
processing. An important aspect of P-Systems is their ability 
to adapt and evolve through dissolution, where its contents 
migrate to other membranes, or division, where offspring 
retain all or part of their original properties [14, 15]. 

Membrane computing systems are a computational 
model inspired by the functionality and structure of 
biological cells, which uses membranes and chemical 
interactions to simulate computational processes. The 
functional logic of such systems is determined by a set of 
rules, which define how objects and input conditions are 
processed and transformed into objects and output 
conditions. Rules are the basic mechanisms by which 
information is processed and manipulated within the system. 
Some rules may take precedence over other rules. In this 
way, priority cognitive computing models can be developed, 
in which less dominant rules are activated only under certain 
specific conditions and contexts [16, 17]. 
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The algorithmic complexity of a P-System depends 
primarily on the set of rules defined for each membrane. 
These rules govern how input objects and conditions are 
processed and transformed into output objects and 
conditions. By defining complex and interdependent rules, a 
more sophisticated and adaptable operation of the membrane 
computing system can be achieved. Membrane computing 
systems can be defined with both asynchronous and 
synchronous processing, depending on how objects and rules 
are applied and processed within the system. This flexibility 
in processing allows the system to be adapted to different 
types of problems and applications, offering a wide range of 
possibilities in the design and implementation of membrane 
computing systems [18-20]. 

Membrane computing models are a computational 
paradigm inspired by biology that provides a formal and 
structural framework for designing and implementing 
computational and control systems of various complexities. 
These models provide the description and analysis of 
computing systems in a detailed and rigorous way, allowing 
developers to design and implement solutions tailored to the 
specific needs of different applications. By using membrane 
computing models, developers can gain a deeper 
understanding of computing and control systems and design 
more efficient and adaptable solutions for diverse 
applications. These models provide a formal and structural 
framework that facilitates the analysis and development of 
complex systems and contributes to advancing the field of 
nature-inspired computing. 

At the same time, membrane computing cells can be 
considered systems with artificial intelligence and cognitive 
properties, which implement a variety of models and 
algorithms for data processing, offering innovative and 
adaptable solutions for various applications. The set of rules 
can include both mathematical and logical models, as well as 
models based on neural networks, Fuzzy logic, and 
evolutionary computation. By using these models, membrane 
computing cells can perform a wide range of operations and 
processes, adapting to the specific needs and requirements of 
the scope, for example: image processing [21]; biology, 
ecology, robotics or engineering [22, 23]; decision making 
systems [24, 25]; collaborative systems and Swarm 
Intelligence [25, 26]; trusted diagnostic systems [27] and 
others. 

It is known that commanding mobile robots with full 
autonomy is a complex process and requires the involvement 
of essential hardware and software resources. The technical 
and technological complexity is determined by the fact that 
the mobile robot must perform in parallel/concurrent data 
processing mode a lot of computing operations related to: 
navigation and location, route planning and obstacle 
avoidance, interaction with the environment and other 
objects (mobile robots), etc. The application of traditional 
single-processor computing systems does not allow 
achieving the goals of parallel data processing, respectively, 
the activity of the mobile robot is slower and monotonous. A 
classic solution can be considered the application of multi-
processor systems, where each processor solves one or part 
of the control problem with the mobile robot. The 
disadvantage of these systems is the communication between 
processors and the very high cost, which does not inspire 
developers of mobile robotic systems to implement them. 
Another solution is to apply methods of formal description of 

parallel computing processes, develop autonomous data 
processing modules and implement them in reconfigurable 
FPGA architectures. An example of the implementation of 
the control system of a mobile robot is presented in the 
papers [28, 29]. 

In this paper are presented the results of design and 
implementation based on membrane computing models 
(models inspired by nature) and reconfigurable FPGA 
architectures of a control system with a mobile robot, which 
has capabilities to move in a space limited by walls and static 
or dynamic obstacles. The research and design process 
includes: synthesis of the structure of the computing cell, 
elaboration of the Venn diagram and model for the formal 
description of the membrane computing system, synthesis of 
the functional diagram and prototype model with optimal 
placement of the ultrasonic sensor set for the development of 
a mobile robot control system. 

The objectives of the research carried out in the paper are 
to demonstrate the capacity of nature-inspired models, 
especially membrane computing models, to model, organize, 
structure and simulate parallel computational processes. For 
implementation, the design of a control system with a mobile 
robot was selected. 

II. THE STRUCTURE OF COMPUTING CELL 

Computing cells present an intelligent computing 
structure that can evolve over time. The cell’s evolution 
overtime is determined by its ability to perceive and 
accumulate new knowledge. Figure 1 illustrates the structure 
of a computing cell and the structure of the living membrane, 
where: Environment – is the activity environment of the cell, 
and supports actions defined by the state vector X, which 
delivers input data, for the cell’s activity, and supports the 
actions as a result of processing this data; Input Port – is the 
entrance port that filters the data from the activity 
environment and accepts to enter only those that meet the 

condition [ ]X X T∈ ; Output Port  - is the port that selects 

the data processed by the cell Y [T] and passes it to the 
activity environment; Membrane Region – is the internal 

structure of the cell separated from the membrane; [ ]X T - is 

the data set accepted by the Input Port for processing; Rules: 
R1, R2,..., Rn – is the set of rules applied to process the input 

data [ ]X T  and transform it into output data [ ]Y T ; 

Knowledge & Properties – is the set of knowledge specific to 
the respective cell and its properties; 

 

Fig. 1. The structure of computing cell and the physiological structure of 
living membrane. 
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Data processing - [ ] [ ]:Ri X T Y T→ - is the block that 

applies the set of rules Ri  to transform the input data [ ]X T  

into output data [ ]Y T ; Outside – is the external part of the 

live cell; Inside – is the internal part of the live cell;  Channel 
– are communication channels between the inside and 
outside of the live cell; Input Channel – are channels 
associated with the Input Port; Output Channel – are 
channels associated with Output Port of the computing cell. 

III. THE MEMBRANE COMPUTING MODEL OF THE MOBILE 

ROBOT CONTROL SYSTEM 

The membrane computing model (P-Systems) consists of 
a set of discrete cells with specific functions. The algorithmic 
complexity achieved by the membrane computing model is 
determined by its topology and the functions performed by 
each cell (Figure 1).  

Figure 2 shows the Venn diagram of the membrane 
computing model of the control system with the mobile 
robot. The Venn diagram models control system components 
that process data and operate in parallel/concurrent mode and 
are implemented based on an FPGA circuit. The Venn 
diagram of the membrane computing model of the mobile 
robot control system includes: f=50MHz – is the clock signal 
generating cell for synchronizing the calculation processes; 
Trigger Generator – is the cell for calculating the 
synchronization signal of ultrasonic sensors; Trig - is the cell 
generating the signal for starting the process of calculating 
the distance to the obstacle; (Echo 1 – Echo 4) – there are 
four cells for recording signals generated by ultrasonic 
sensors; DC Motor Control – is the calculation block for DC 
motors control;   LDO, FDO, BDO, RDO – are four modules 
for calculating (Left, Forward, Right, Back) the distance to 
the obstacle, which consist of: Counter L, F, B, R - calculates 
the distance to the obstacle and D1 / F1 - D4 / F4 - 
fuzzification blocks that transform the distance to the 
obstacle code into Fuzzy qualifiers codes; NNL 1, NNL 2, 
NNR 1, NNR 2 – are 4 modules of Neural Networks that 
calculate command signals with DC motors; INL1, INL2, 
INR1, INR2 – are cells generating PWM signals for DC 
motors controlling. 

 

Fig. 2. Membrane Computing Venn diagram of the Mobile Robot Control 
System. 

The formal model of the membrane computing system 
Π  is defined by expression (1) [9, 30]: 

 ( )( )1 1 1, ,..., , ,..., , ,..., ,m m m j jV R R Oµ µ ω ω ωΠ =  (1) 

where: V  is the set of objects (variables) with which the 
computing cells operate, or the domain of definition of the 

membrane computing system; 
1,..., mµ µ  are a set of 

computing cells, the topological structure between them 
determines the algorithmic complexity achieved by the 

membrane computing model; 1
j
, j ,mω ∀ =  is the set of 

objects (variables) that are part of the computing cell j , 

where 
j Vω ⊂ ; 1

j
R , j ,m∀ = are sets of 

processing/transformation rules of the objects/data associated 

with the computing cell j , where ( ) 1j jO , j ,mω ∀ =   are the 

set of the computing cells that generate intermediate or final 

results 
jω  of the membrane computing system Π . 

IV. FUNCTIONAL DIAGRAM OF THE MOBILE ROBOT CONTROL 

SYSTEM 

The functional diagram of the control system with the 
mobile robot is shown in Figure 3. The multitude of 
ultrasonic sensors (Left, Forward, Back, and Right) assists in 
calculating the distance from the mobile robot to the 
obstacle. The Trig signal triggers the process of generating 
ultrasonic waves, upon their turmoil the sensor generates the 
Echo signal (Echo1, Echo2, Echo3, and Echo4). The Control 
Block with mobile robot is made based on FPGA 
development board DE0-Nano which ensures the 
implementation of: Trigger signal generator, four Counters 
(L, F, B, R), four fuzzification elements (D1/F1, D2/F2, 
D3/F3, D4/F4) and four neural networks (NNL1, NNL2, 
NNR1, NNR2) for DC motor control signal calculation 
(INL1, INL2, INR1, INR2).  

How it works. The 50 MHz generator provide the Clk 
signal that is applied to the timing inputs of the Trigger 
generator and the Counters (L, F, B, and R) to estimate the 
distance to obstacles. The Trigger generator issues the Trig 
signal connected in parallel to all ultrasonic sensors. This 
signal triggers the process of emitting ultrasonic waves by 
the sensor. Simultaneously with the Trig signal, the RST 
signal is generated, which initializes the Counters (L, F, B, 
R) to calculate the distance to the obstacle. The result of 
reflection by obstacles, ultrasonic waves, are received by the 
sensor and lead to the generation of the Echo signals (Echo1, 
Echo2, Echo3, Echo4), connected to the inputs (En1, En2, 
En3, En4) of the Counters (L, F, B, R). These signals stop the 
process of calculating the distance to the obstacle in that 
direction. The result of the calculations performed by the 
Counters (L, F, B, R) are transmitted by buses D1, D2, D3, 
D4 to the inputs of the fuzzification elements (D1/F1, D2/F2, 
D3/F3, D4/F4) which associates the value of the distance to 
the obstacle with a linguistic qualifier (e.g. large, medium, 
small, or very small). Fuzzification results are applied to 
neural network inputs of NNL1, NNL2, NNR1, and NNR2 
that calculate command signal values (INL1, INL2, and 
INR1, INR2). These signals, in order to be plied, are 
connected to the Driver Left Engine and Driver Right 
Engine. The ratio of control signals (INL1, INL2, and INR1, 
INR2) determines the speed and direction of rotation of DC 
motors, respectively, moving the mobile robot in that 
direction.   
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Fig. 3. Functional Diagram of the Mobile Robot Control System. 

V. MOBILE ROBOT PROTOTYPE 

The design the mobile robot control system based on 
nature-inspired models (membrane computing) is carried out 
using the DE0-Nano development and education board, 
which provides the developer with the following resources 
for implementing and testing projects: Cyclone IV 
EP4CE22F17C6N FPGA (22,320 LEs, 594 Kb embedded 
memory, 66 embedded 18x18 multipliers, 4 general-purpose 
PLLs, 153 FPGS I/O pins); memory devices (32MB 
SDRAM and 2Kb I2C EEPROM); general user input/output 
(8 green LEDs, 2 debounced push-button, 4 dip switches); 
clock system (50MHz); power supply (USB Type mini-AB 
port 5V, Two DC 5V pins of the GPIO headers) [31]. 

The Mobile Robot Control System prototype is shown in 
Figure 4 and includes: four HC-SR04 Ultrasonic Sensors (01 
– 04) used for measuring distance to obstacle, Logic Level 
Converter TXS0108E intended to connect the logic level of 
ultrasonic sensors to the logic level of the GPIO pins of the 
DE0-Nano Development and Education Board, L298N 
Motor Driver intended for controlling the speed and 
direction of rotation of motors L DC Motor Pololu and R DC 
Motor Pololu for movement mobile robot, and DC Power 
Sources for power supply to electronic devices and DC 
motors.    

 

Fig. 4. Mobile Robot Control System Prototype. 

The housing for prototyping and the placement of the 
ultrasonic sensor set is shown in Figure 5, where: MR 
Housing – the housing of the mobile robot for assembly; 
Direction of movement – the basic direction of movement of 
the mobile robot; Ultrasonic Sensor Forward – identifies and 
ensures the calculation of the distance to obstacles located on 
the basic direction of movement of the mobile robot; 
Ultrasonic Sensor Right – identifies and ensures the 
calculation of the distance to the obstacles located on the 
right side in relation to the direction of movement of the 
mobile robot; Ultrasonic Sensor Back - identifies and 

ensures the calculation of the distance to obstacles located 
behind the mobile robot; Ultrasonic Sensor Left - identifies 
and ensures the calculation of the distance to obstacles 
located on the left side in relation to the direction of 
movement of the mobile robot; Right DC Motor – DC 
Popolu motor placed on the right side in relation to the 
direction of travel of the mobile robot; Left DC Motor - 
Popolu DC motor placed on the left side relative to the 
direction of travel of the mobile robot; Battery fixing bar – 
bar for fixing the battery block for powering the mobile 
robot; FPGA fixing kit bar – bar for fixing FPGA DE0-Nano 
Board. 

 

Fig. 5. The Placement Mode of the Ultrasonic Sensor Set. 

VI. CONCLUSION 

Nature-inspired computing models are an essential source 
in the design and implementation of complex control 
systems. At first glance, they present simple systems, 
oriented to perform a small set of operations, but in 
cooperation with other homogeneous or heterogeneous 
elements, they can solve very complex problems. These 
advantages of nature-inspired calculation models have 
ensured the development of efficient command, control and 
decision-making systems with application in various fields of 
the economy: management of complex technological and 
production processes, decision support systems for 
management and marketing services, classification systems 
and image and speech recognition and others. 

In this paper it is proposed to design and implement a 
control system of a mobile robot based on models inspired 
by nature, especially membrane computing (P-Systems). The 
structure of the computational cell was proposed, along with 
a description of its functionality and its resemblance to the 
structure of living cells. 

The topology of the control system for the mobile robot 
was developed based on the membrane computing model, 
utilizing insights from the Venn diagram. This process 
included synthesizing the functional diagram for the control 
system, which in turn guided the prototyping and placement 
of the ultrasonic sensor set. The placement of these sensors 
was strategically designed to minimize interference between 
ultrasonic waves and to create a navigable space for the 
mobile robot within its operational environment. 

The application of formal description models, such as 
Venn diagrams to define membrane computing models, and 
their subsequent implementation in FPGA circuits, ensures 
the parallel representation and efficient organization of 
processes involved in calculating distances to obstacles and 
generating command signals for the DC motors controlling 
the robot's movement. 
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However, a limitation of utilizing the membrane 
computing model in the control system design arises in 
scenarios with modified spatial dimensions and numerous 
obstacles, where interference from ultrasonic waves can 
occur during navigation. This challenge could potentially be 
addressed by employing a scanning algorithm with a 
selective order approach. 

Looking ahead, future research aims to develop a 
mathematical model and algorithm for translating the 
membrane computing model into HDL code, with the 
possibility of automatic implementation in FPGA circuits. 
This endeavor seeks to further enhance the efficiency and 
adaptability of the control system for mobile robots. 
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