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Abstract— Before the advent of Big Data, there were few 

possibilities for processing TB of data sets or more. As data 

generation capacity has grown, so has the need to store and 

process large volumes of data. The web server log files contain 

important and valuable information about events related to 

customer activities in the online environment, server activities 

and its response to customer requests, and much more. It is well 

known that web server log files are files that contain large 

volumes of data and grow very quickly in size, servers having to 

delete them once they reach a certain size. Thus, many valuable 

data are lost, data on which various analyzes can be made in 

order to obtain valuable information that will later lead to 

improvements on several levels. It is important to find cost-

effective and easily accessible techniques for storing and 

analyzing these files, which are also considered to be of a high 

privacy level holding information classified as personal data. The 

main objective is the research for the development and 

implementation of an innovative solution for storing and 

analyzing large volumes of web server log files using cloud 

storage - ADLS Gen2. 

Keywords— Data Lake, web server log data, cloud Data Lake, 

ADLS Gen2. 

I.  INTRODUCTION  

As Data Lake technology has gained more and more 
attention due to its great advantages in an information 
technology world where data is generated amazingly fast and is 
increasingly varied. Data Lake is a new technology with great 
potential, so it is expected that in the future companies will 
have to use it to make the most of the information that can be 
obtained from the variety of data they have. Web servers are 
accessed by millions of users every day. Users leave behind 
their so-called "visiting behavior" by recording their online 
activities in web log files. By analyzing the web server log files 
recorded on these servers, as well as on the proxy servers, it is 
possible to discover these "visiting behaviors", which helps to 
improve and customize the services offered to users [1]. A web 
log is a text document that contains all the activities of a server. 
It is automatically created and maintained by the server and can 
provide important information about its activity. Most servers 
generate Common Log Format (CLF) files or raw log files, 
which are quite crude and difficult to understand.  

They can also take up a lot of storage space in a short 
period of time, which is why they are automatically deleted 
after a period of time. For example, some servers are 

configured to delete log files after two weeks, others delete 
files after they exceed a certain size.  

A Data Lake architecture can be implemented in several 
ways, namely On-Premise, Cloud, Hybrid, and Multi-Cloud 
Data Lake. The choice of an architecture is made based on the 
requirements and the financial resources that a company have, 
being a technology that requires not negligible financial efforts.  

The implementation of a Data Lake must take into account 
all the constituent processes that involve the use of both 
hardware and software resources. Data Lake On-Premises such 
as Hadoop is a physically implemented architecture locally 
within a company [2]. This implementation requires the local 
management of everything that involves building a Data Lake 
locally. Cloud Data Lake is the architecture that allows the 
implementation of a Data Lake in Cloud. The biggest cloud 
service providers have adapted to the new requirements in the 
field of Big Data and have implemented high-performance 
cloud services [3] for the successfully implementation of such 
an architecture. The Hybrid Data Lake architecture allows data 
lakes to be maintained both locally and in the Cloud [4]. The 
major advantage of this type of architecture is that less relevant 
data can be stored locally, in order to reduce storage costs, 
while still benefiting from the speed of Cloud services 
corresponding to important data. The Multi-Cloud Data Lake 
architecture offers the use of combined Cloud services from 
different providers [5]. Thus, there are large companies that use 
both AWS and Microsoft Azure to manage and maintain data 
gaps. This article addresses issues related to storing, 
structuring, and managing web server log files with Azure Data 
Lake Storage Gen2 (ADLS Gen2), while also highlights the 
importance of the data contained in these log files. 

This article is structured as follows. After a brief 
introduction, Chapter II presents related work, and Chapter III 
describes the purposed solution and the advantages of storing 
web server log file into ADLS Gen2 Data Lake. Chapter IV 
describes the ADLS Gen2 main characteristics and in Chapter 
V it is presented a data structuring model in ADLS Gen2 that 
will serve the various ELT processes for managing web server 
log data. The article concludes with the conclusions of Chapter 
VI. 

II. RELATED WORK 

Data Lake is the latest technique for storing and analyzing 
large volumes of raw data in order to obtain sets of information 
that will improve decision-making processes in various fields 
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of activity. The information obtained can then be used to 
optimize processes, to increase the efficiency of a business or a 
system as we will see below. In [6] the authors present how 
local and global secondary information is obtained, organized, 
managed and used through a so-called aeronautical Data Lake. 
The Data Lake can be easily connected with advanced machine 
learning schemes and thus provides timely, context-aware 
values and predictions. 

The Data Lake prototype, presented in [7], ingests data 
from several sources, including FAA sources such as SFDPS, 
TFMData, TBFM, STDDS, ITWS, and AEDT data sources, 
and stores them in raw, processed, and refined format. The 
prototype provides an illustration of how users can perform 
powerful air traffic data analysis using structured, unstructured, 
and semi-structured data using open source tools to perform 
queries, searches, stream processing, and view data. The 
purpose of a Data Lake is to present an unrefined view of the 
data to only the most qualified analysts, to help them explore 
their data refining and analysis techniques independently of 
any of the compromises of the recording system that may exist 
in an analysis traditional data repository (such as a March date 
or a data repository). Data Lake is an architectural design 
model that allows businesses to store a huge amount of data in 
its native format as needed. For a Data Lake, typical Big Data 
challenges, such as Variety, Speed, and Data Volume, must be 
resolved, as specified in [8]. Due to the nature of the project 
and its data, however, there are also new atypical challenges. 
From the literature, it is common practice to define multiple 
layers during the Data Lake design phase. For example, in [9], 
the authors introduced a three-layer Data Lake, namely 
assimilation, maintenance, and querying. In [10] a basic 
conceptual design of a connected data system based on micro 
cloud storage was proposed. Thus, a connected Data Lake 
system based on distributed cloud storage has been designed 
and implemented, which securely provides data stored in 
multiple Edge Clouds to micro cloud storage. In addition, the 
system performs real-time error recovery so that the transferred 
data can be restored to an abnormal point when an anomaly 
occurs during transmission. 

Log files can provide a lot of information about events 
related to client activities, server activities, and so on. 
Researchers face the need to analyze large web log files to 
ensure reliable, secure and high-performance services. In [11] 
are presented log file analysis algorithms in order to obtain 
patterns by identified users along with their navigation 
behaviors, clustering similar users based on different 
interesting log file content from different websites. 

III. WEB SERVER LOG FILES IN DATA LAKE 

Web log files are files in which each line represents a 
request. This data stored in the log files can provide several 
information such as: the IP address, the identity of the device 
that placed a request on the server, the name, location and size 
of the requested file, time and date of the request, respectively 
the method of request, client browser information, the page 
from which the user left the site, server response, HTTP status 
code, duration and number of pages visited by the user, the 
type of search engine used and the search term entered, if it is a 

direct access to a user or a redirect from another site, or is part 
of an advertising campaign, etc. 

All this data can provide, a series of information that will 
help to improve the security and the structure of the website, 
the performance of the web server, the traffic to the website, 
detects errors on the website, detects attacks that can occur 
spontaneously on certain segments and without being noticed 
immediately and is an important tool that can help in 
improving the SEO of the website. An analysis of log files can 
provide information on how search engine robots access and 
index sites so that they can be optimized for the best possible 
ranking, and so on. Because log files are generated 
automatically, the amount of data can quickly become very 
large relative to the number of visitors. As log data grows, so 
does the need for long-term file storage, forcing companies to 
find an optimal solution for large-scale indexing and analysis 
of log files. Thus, researchers face the need to analyze large 
web log files to ensure reliable, secure and high-performance 
services. For small sites, log file analysis can be easily done 
either directly by reading them or by using various online or 
open-source services [12], which provide solid support for log 
file analysis. However, these services come with a number of 
limitations, either in the size of the files to be analyzed or in the 
process of analyzing them, so another approach must be found 
for the analysis of large log files. Also, log files are files with 
sensitive data for which the use of online analysis services is 
often not a desired solution. As we have seen above, one of the 
problems with large logs is their storage. An optimal solution 
can be the implementation of a Data Lake that offers data 
storage services in their natural form with automatic auto-
scaling that allows unlimited data storage. This research aims 
to present an optimal solution for storing large web server log 
files with no storage limit at low cost, so that they can later be 
subjected to advanced analysis processes, relying on Azure 
cloud resources in order to implement a successful ADLS 
Gen2 architecture. Saving log files into a Data Lake brings 
maximum flexibility in storing and analyzing long-term data at 
reasonable costs and allows full control over all data held in the 
log files. Nowadays, the requirement to examine these log files 
even after long periods is significantly increased. 

IV. AZURE DATA LAKE STORAGE GEN 2 – MAIN 

CHARACTERISTICS 

In designing a Data Lake, it is necessary to take into 
account a number of important factors related to the 
complexity of the implementation. Thus, there is no single 
structuring method for building a Data Lake, each 
implementation being unique starting from the ingestion layer 
to the analysis layer. 

A successful Data Lake must take into account a number of 
characteristics that belong to each level of architecture, such as 
data ingestion, storage, transformation and analysis, as well as 
the level of data consumption. (Figure 1). ADLS Gen2 is a 
highly scalable, cost-effective and productive Data Lake for 
large-scale data analysis, structured data extraction from 
unstructured data using transformations, advanced analysis, 
machine learning or for real-time data analysis in order to 
obtain useful information.  
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Fig. 1. The main processes related to the Azure Data Lake Storage Gen2 architecture [13] 

It is a completely cloud-based solution that does not require 
the installation of any hardware or server systems, it scales 
automatically, and allows data to be ingested from different 
sources and at different speeds. In terms of Data Lake 
deployment costs, ADLS Gen2 comes with the same storage 
price as blob storage, which is already known to be the most 
economical Big Data storage system. In ADLS Gen2 only the 
used storage space is paid, and there is no concept of reserving 
a certain storage space at a fixed cost. Storage costs can be 
optimized as needed through Data Lifecycle Management 
(DLM). It should be noted, however, that the costs for the 
various transactions are somewhat higher in the case of 
hierarchical storage [14]. 

The ingestion level is the first level in the whole 
architecture. Data assimilation usually involves two basic steps, 
namely extracting data and uploading data to Data Lake. There 
are a variety of platforms and frameworks that not only 
automate the loading of data into Data Lake, but can also 
perform a number of data quality checks. Data ingestion 
frameworks can collect data from multiple sources, where it 
detects and captures changes and reproduces them in Data 
Lake. Most data ingestion frameworks consist of two main 
components, namely Data Collector and Data Integrator. The 
Data Collector component collects data, while the function of 
the Data Integrator module is to ingest and integrate data into 
Data Lake. The storage level in ADLS Gen2 is a hierarchical 
storage that allows data to be organized into containers, 
directories, and subdirectories for better organization of 
different areas of Data Lake. ADLS Gen2 takes advantage of 
the hierarchical file system without sacrificing the scalability 
and cost-effectiveness of blob storage. The structuring of data 
in a Data Lake differs from case to case and most of the time 
cannot be predicted from the beginning. Thus, it is 
recommended to implement several areas in the basic structure, 
in order to allow easy extension and subsequent modeling. 
These areas will be shared areas that will delimit the data in 
their transformation process (Figure 2). This existing 
delimitations also allow the assignment of personalized access 
to the data to strengthen their security, as we will see below. 

The areas in the basic Data Lake architecture for structuring 
data in ADLS Gen 2 are as follows: 

• Landing Zone: This zone is optional and transitional 
that allows data to be passed from source to Data Lake. 
Thus, it is an area where valid data can be 
distinguished from invalid data. Valid data is 
automatically processed in the Raw Zone, and the rest 
will be stored in a quarantine area for further manual 
verification. 

• Raw Zone: This zone is where the raw data will be 
stored, with a restricted access. This level of data is 
controlled by Data engineers and is rarely offered to 
other consumers. This zone can be organized using a 
directory associated with each source, each ingestion 
process having write access only to the associated 
directory. The directory structure is generally given by 
the frequency with which data is transferred or can be 
configured as needed. The data, as needed, can be 
structured as follows: Data Source > Year > Month > 
Day > Hour. 

• Enriched, Cleansed or Standardized Zone: This zone 
will have the data subjected to a rough process of 
cleaning and improvement, a so-called standardization 
process of data suitable for the next zone called 
Curated zone. The main data processing that can take 
place here are those for defining data types (eg .jpg 
images, etc.), deleting unnecessary data, or applying 
data cleaning rules. Data improvement processes can 
also take place in this area by combining data sets in 
order to obtain more valuable information. The data 
structure of this area is similar to that of the Raw Zone. 
This area can be considered as a parking area on which 
write permissions are granted for certain automatic 
jobs. Data permissions can also be assigned to read 
data scientists. 

• Curated Zone: This is the area with valuable data, 
which has undergone transformation and cleaning 
processes in order to be ready for consumption. The 
data resources located at this level are very well 
governed and documented. This area can be accessed 
by Data analysts, Data scientists but also by Data 
engineers for advanced analysis processes, ad-hoc 
queries, and more. At this level the structure of the 
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existing data will be rather customized according to the 
areas of interest, such as: Subject Areas > Year > 
Month; Subject Areas > Region; Subject Areas > 
Sales. 

• Sensitive zones: This is the area with sensitive data that 
is characterized by stricter access permissions. This 
area allows you to define a separate Data Lifecycle 
Management (DLM) policy using prefix matching 
rules. It is an optional area, as not all companies will 
need it. The structure of the directories is given as 

needed, it will largely depend on the type of data 
access rules of this area. 

• Sandbox, Laboratory or Workspace Zone: This is the 
exploration and experimentation zone accessed by 
Data scientist, Data engineers, Data analysts, who 
understand the company's data and needs. Here 
everyone has the opportunity to create their own 
models, their own data sets with the ultimate goal of 
obtaining important information for analysis. The data 
is structured on projects, so that personalized access 
can be granted to work teams. 

 

Fig. 2. Data Lake architecture storage levels.  

When deciding the Data Lake structure, both the semantics 
of the data and the type of consumers accessing the data, as 
specified above, must be considered. Thus, the elimination of 
one of these areas and the introduction of a new area are not 
excluded. Also, not all areas explicitly need to be physically 
located in the same Data Lake [15] so they can be deployed on 
different storage media. The implementation of a Data Lake 
will be adapted to the needs depending on the data source, the 
frequency with which the data is generated, the requirements 
for structuring and accessing the data, and more. The most used 
structure in a Data Lake consists of the Raw, Enriched, 
Curated and Sandbox areas. ADLS Gen2 is part of a wide 
variety of architectures implemented for advanced analysis of 
large volumes of data. Once the data is brought into the desired 
shape and structure, they are to be subjected to various analysis 
processes in order to be ready for consumption. 

V. ADLS GEN2 STRUCTURE FOR WEB SERVER LOG FILES 

To create an Azure Data Lake Storage Gen 2, you first need 
three resources that define the main features of the new Data 
Lake: 

• Subscription: depending on the selected subscription, 
you may have access or limitations to ADLS Gen2 
resources. 

• Resource group: a logical container that stores 
metadata about different resources needed for an Azure 
solution to be managed together as a group. 

• Storage account: It is an Azure resource that contains 
all Azure Storage data objects, such as blobs, files, 
queues, tables, and disks. 

The ADLS Gen2 resources used for this research is an 
Azure Blob Storage account with the hierarchical namespace 
enabled. We will present the proposed data structuring model 
in ADLS Gen2 that will serve the varius ELT processes for 
managing web server log data. It is recommended to implement 
several areas in the basic structure for easy extension and 
further modeling. An adlswebserver1 master container has 
been created that will serve the data came from, namely 
server1 source. For data comming from different servers, new 
master containers will be created under dedicated resource 
groups, for separate management and for security sharing by 
source group. In our data storage model using Data Lake we 
have the raw data area (Raw), the transformed data area – 
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(Enriched), the ready-to-consume data area (Curated), and the 
data exploration and experimentation area (Workspace). In the 
Enriched area there is a weblogerr folder that will contain the 
files with the error lines resulting from the transformation 
process.  

The ingestion process consists of transferring data from 
server1 to ADLS Gen2 into the raw/weblog/ directory. The 
ingestion of the access-weblogs.log file of 1.17G size from 
local to Cloud Data Lake was performed using the Azure CLI, 
which is a command-line cross-platform tool that allows the 
execution of administrative commands on resources in the 
Azure Storage account.  

#Azure CLI – data ingestion sequence code 

$adls_acct_name = "adlswebserver1" 

$logFileToUpload = $source_dir + "access-weblogs.log" 

$adls_dir_name = "raw/weblog/" 

az storage blob upload --account-name $adls_acct_name --

container-name $adls_dir_name --name 'access-weblogs.log' 

--file $logFileToUpload --auth-mode login 

Over the processing level, transformations take place on 
raw data to obtain structured data that can be easily analyzed. 

Raw data loaded in the raw/weblog/ directory will then be 
processed and uploaded to the enriched/weblog/ directory. 
Thus, the errors resulting from the transformation process will 
be uploaded to the enriched/weblogerr/ directory for further 
analysis. Raw log files will be converted to .parquet format 
files, that are organized in columns, so data can be read 
individually significantly improving system performance.  

Using parquet files compresses data by greatly reducing the 
initial file size and thus significantly reducing storage costs. 
Log files under raw/weblog/ directory that have already been 
transformed from log to parquet files, can be transferred to a 
cooler tire for archiving in order to reduce storage costs for raw 
data. The transformation of .log files into .parquet files was 
done by implementing an Azure serverless Blob Trigger 
function that detects when a new log file is loaded and starts its 
transformation automatically into a Parquet file. The Azure 
Functions tool is an extension for Visual Studio Code that 
allows you to perform serverless functions locally, which can 
then be published online directly in Azure. To implement the 
function that underlies the process of transforming log files to 
parquet files, Python libraries were used because they facilitate 
this process at the procedural procedural level.  

 

Fig. 3. ADLS Gen2 – Azure Blob Trigger function results.  
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Once new .log files are uploaded to the raw/weblog/ 
directory, the Blob Trigger launches the Python function in 
execution starting the transformation process automatically. In 
this case, the transformation time was about 12 minutes, 
respectively 753962 ms from the moment the trigger detected a 
successfully completed upload into the monitored directory. 
Figure 2 shows the results of the Blob Trigger function and the 
results of data ingestion and transformation into Data Lake. 
After the transformation, from the original file of 1.17GB of 
log data it was obtained one parquet file access-weblog.parquet 
of only 140MB and one text file access-weblog.txt with 45 KB 
transformation errors. The file has been reduced from 1.17GB 
to 140MB, which is 11.9% of the original size. As for the 
45KB text file containing the log lines that couldn't be 
converted, it will undergo further evaluation and may be 
needed to adjust the python regex in order to reduce to zero the 
log lines losts as a result of the transformations.  

Once the transformation process is adjusted, if the 
transformation is successful, you can move on to the next step, 
which is to improve and clean the parquet file, so that it can be 
transferred in an optimal shape to the curated area. In the 
curated area the data will undergo significant transformations 
that will serve the final purpose of obtaining specific 
information. Oance having the curated data, different analysis 
processes can be applied like:  

• Static aggregation and Statistics – most common, that 
provides fast data visualization by extracting simple 
reports without applying complex analysis processes; 

• Session Analysis based on Heuristic analysis that 
analyzes groups behavior; 

• Web usage mining which is a data mining techniques to 
discover usage patterns from web log data. 

VI. CONCLUSIONS 

In terms of Data Lake application areas, the implementation 
proposed in this article is a low-cost, forward-looking solution 
with outstanding performance in terms of log data analysis 
based on Azure Data Lake Storage Gen2 in order to gain the 
maximum insights from web server log data. It can be a 
powerful tool to improve SEO strategies, to improve the online 
environment security  and site structure, increasing the 
performance of web servers and troubleshootings. 

In this article the authors highlights the importance of web 
server log files and the valuable information they contain, and 
proposed a technique for storing large volumes of web server 
log data using Data Lake architecture. Thus, this research 
proposes a solution for storing and transformig web server log 
data in the cloud using ADLS Gen2. In order to reduce the 
storage costs by physically reducing the data storage, it was 
proposed the usage of an Blob Trigger function in Python that 
transforms the log files into parquet files. A hierarchy has also 
been proposed for structuring data into the Data Lake in order 
to allow controlled data management and also to allow cost 
management through DLF. This is a low-cost, high-
performance solution that can be expanded to store and process 
large volumes of web server log files. 
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