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Abstract— This paper proposes a method of hardware 

implementation of the membrane computing architecture for the 

control of a mobile robot. The basic idea is to use in the 

development of control systems the models of functional 

description of living cells, which should ensure a process of 

design, modeling and implementation based on cognitive models. 

The implementation algorithm presents a sequence of operations 

involving: functional development and modeling of Computing 

Cells, development and modeling of the topology of the 

membrane computing system (P-System), their implementation 

in hardware description languages (AHDL), and configuration of 

the FPGA circuit for realization of the control system. For 

validation and analysis of the performance of the Computing 

Cells, Petri Net models are used, which ensure the identification 

of the concurrent processes while maintaining a maximum 

parallelism. Functional testing of membrane computing models 

was performed based on the Quartus II development 

environment, the AHDL hardware description language, and the 

Altera DE0 Board. 

Keywords—membrane computing; mobile robot control; 

hardware implementation; HDL; FPGA; DE0. 

I.  INTRODUCTION 

The Membrane Computing Paradigm was first proposed in 
1998 by academician Gheorghe Păun [1, 2, 3]. Over time, these 
ideas have developed into a separate branch of theoretical 
calculus [4, 5], which today offers the most advanced models 
for the development of computational systems based on 
computation inspired by living biological cells. [6, 7]. 

The evolution of nature and especially of living organisms 
has inspired researchers to develop new models and methods 
for designing decision-making systems or for processing data. 
Evolutionary systems have provided a lot of properties that are 
the basis of many applications inspired by nature, namely: 
dynamics, flexibility, robustness, self-organization, simplicity 
of basic objects and decentralization. Another important aspect 
of living organisms is that they always live in conditions of 
extreme competition. Therefore, they may be subject to actions 
that may partially or completely destroy the population, but in 

the most of cases, they can be recovered by fully restoring 
themselves. The ability to recover is determined by the 
presence of the immune system of individuals or the 
interactions within and between populations. Resource 
limitation is one of the selection criteria that can ultimately 
lead to more self-organization and a more efficient recovery [8, 
9, 10]. 

Membrane computing models offer the possibility to 
formally and structurally describe computing and control 
systems with a diverse complexity. For example: logic 
structures and specialized processors; reconfigurable computer 
systems; complex computing architectures, which include 
functional elements with hierarchical interaction; parallel and 
concurrent computing architectures; and network topologies for 
distributed computing systems. Membrane computing cells are 
considered systems with artificial intelligence and cognitive 
properties that they implement as rules for data processing, 
both mathematical and logical models, as well as models based 
on neural networks, fuzzy logic and evolutionary computation 
etc. [11, 12].  

The advantage of Membrane Computing models consists in 
the application of the unconventional computing concept which 
presents a very dynamic field of research. As mentioned in [6, 
7] the main motivation for applying the Membrane Calculus is 
the massive parallelism and the hierarchical ratio of the Cells.     

II. STATEMENT OF THE PROBLEM FOR HARDWARE 

IMPLEMENTATION OF MEMBRANE COMPUTING 

ARCHITECTURES 

The scientific ideas stated above have created essential 
premises for the development of new directions for the 
application of the concept of Membrane Computing for the 
design of control or decision-making systems. The advantages 
of applying membrane computing can only be realized by 
organizing data processing processes in parallel or concurrent 
mode which can only be achieved based on multi-processor or 
FPGA devices. Since the data processing algorithms based on 
membrane computation models have a specific character, it is 
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obvious the use of FPGA devices in which the topological and 
functional specifications of the membranes (living cells) are 
respected. 

The paper proposes a method of hardware implementation 
of membrane computing models for the control of a mobile 
robot [13], which moves in a limited space of activity and with 
obstacles. The perception of the activity space is based on a set 
of ultrasonic sensors. The direction of movement of the mobile 
robot is determined by the rotational speed of the drive wheels. 
A FPGA device will be used to implement the membrane 
computing architecture.  

III. ALGORITHM FOR HARDWARE IMPLEMENTATION OF 

MEMBRANE COMPUTING ARHITECTURES 

The objectives of this paper are to demonstrate the 
implementation capacity in hardware computing architectures 
of membrane computing models. Most of the researches in this 
field are focused towards the development of abstract 
membrane computing models, their implementation in 
hardware architectures has an important advantage in their 
application in various areas for control and decision-making 
functions. The algorithm that includes the main operations of 
the process of implementing membrane computing models in 
hardware architectures is presented in Figure 1.  

 

Fig. 1. Algorithm diagram for hardware implementation of membrane 
computing architectures. 

Description of synthesis operations. The process of 
hardware implementation of membrane computation models 
begins with the formulation of the design statement (Problem 
statement) which involves a formal description based on 
models inspired by nature, especially the behavior of living 

cells. Based on the formal description model, the functional 
diagram of the Computing Cells (Functional Cells synthesis) 
is performed, in which the functional blocks, the interaction 
between them and the synchronization mode are specified. The 
functional diagram of the Cells serves as a model for the 
elaboration of the Petri Net model (Cells: Petri Net Models) 
[14, 15]. In turn, the Petri Cell Model is used to evaluate 
performance (Cells: Perform. analysis) and extract features of 
parallelism and concurrency. Subsequently, the cells obtained 
are used for P-System synthesis (P-System) which is used as a 
control or decision-making system. The evaluation of the 
performance of the P-System and the extraction of 
characteristic parameters occur on the basis of the Petri Net 
Models (P-System: Petri Net Models) [16]. The next step in 
the synthesis algorithm is the transformation of the P-System 
into AHDL code (P-System: AHDL Synthesis), the 
compilation, the extraction of the wiring diagram and time 
diagrams, and their functional and parametric analysis (AHDL: 
Perform. analysis) [17]. The last step in the synthesis 
algorithm is the configuration of the FPGA circuit, which can 
be part of the structure of a Development Kit (FPGA: DE0 
config.) [18] and the functional testing / evaluation of the 
Hardware Membrane Computing Model Evaluation 
architecture (HMCME). 

IV. SYNTHESIS OF THE COMPUTING  CELLS 

Membrane computing architectures present a lot of 
Computing Cells that work on the basis of an individual 
algorithm solving a small part of a complex algorithm. The 
complexity and algorithmic performances of the membrane 
computing architecture are determined by the performances of 
the Computing Cells, the topology of the membrane computing 
architecture, the rules of synchronization and communication 
between Cells [19, 20, 21]. 

Figure 2 shows the Computing cell diagram that includes: 

[ ]X T  - vector of input data generated by activity 

environment; 

Data Input – input data selection operations (are associated 
with the functions of a biological membrane that allows the 
entry of chemical compounds into the biological Cell); 

Input Memory – memory for storing input data; 

Knowledge Models – knowledge models that determine the 
sequence of clock signals to synchronize the execution of the 
rules of operation of the Cell; 

Data Processing – data processing logic; 

Output Memory – memory for output data storage; 

C(DI) – clock signals for synchronization of data input 
operations; 

C(IM) – clock signals for synchronization of data storage 
operations in the input memory; 

C(DP) – clock signals for synchronization of operations 
performed by the data processor; 
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C(OM) – clock signals for synchronization of data storage 
operations in the output memory; 

C(DO) – clock signals for synchronization of operations of 
data transmission in the activity environment; 

DI – flow of input data for processing; 

DO – flow of output processed data; 

DP – data flow for loop formation for repeated data 
processing;  

[ ]1Y T +  – vector of the output data or action on the 

activity environment.   
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Fig. 2. Computing Cell diagram. 

V. SYNTHESIS OF THE MOBILE ROBOT CONTROL SYSTEM 

BASED ON MEMBRANE COMPUTING 

The algorithmic complexity of a membrane computing 
system depends on the data processing rules performed by each 
membrane and the interconnection between them. Information 
sources in the field provide several methods for graphically and 
formally describing a membrane computational model [22]. 
The Venn diagram (Figure 3) is used in this paper to describe 
the topology of the membrane computing system for 
controlling a mobile robot. 

The Venn diagram of the membrane computing system 
architecture for driving a mobile robot includes 12 membranes 
from which 9 are elementary and respectively, 3 complexes, 
which group the Cells into a topological structure. For each 
Cell, the rules are specified on which the input data is 
processed and transmitted to the output: 

1R  - evolution rule of activity environment; 

2, 3, 4R R R  - rules for controlling the ultrasonic sensors set 

(US1, US2 and US3) and identifying the distance to obstacles; 

6, 7, 8R R R  and 10, 11, 12R R R  - rules for processing data 

obtained from the ultrasonic sensors set; 

5, 9R R  - rules for the formation of command signals with 

the moving motors of the mobile robot.  

According to the functioning algorithm of membrane 
computing models, all cells operate in parallel and 
concurrently. This ensures the expected performances by 
implementing the membrane computing system for controlling 
a mobile robot. 

 

Fig. 3. Mobile robot control system based on Membrane Computing 
architecture. 

VI. VALIDATION AND PERFORMANCE ANALYSING OF 

CONTROL SYSTEM 

The validation and analysis of the performances of the 
control system of the mobile robot based on the membrane 
computing architectures was performed with the help of Petri 
nets models [14, 15], especially with the help of Visual Petri 
Net+ application [16]. The result of the elaboration of the Petri 
Net model is presented in Figure 4. 

 

Fig. 4. Petri net model for validation and performance analysis of control 
system based on Membrane Computing architecture. 

The Petri net model (Figure 4) repeats the topology of the 
control system (Figure 3) and includes the following objects: 

1, 1, 4, 4 7, 7, 13, 10, 10p t p t p t p t p  - model the functionality 

of the Cell defined by the rule 2R ; 

2, 2, 5, 5 8, 8, 14, 11, 11p t p t p t p t p  - model the functionality 

of the Cell defined by the rule 3R ;  

3, 3, 6, 6 9, 9, 15, 12, 12p t p t p t p t p  - model the functionality 

of the Cell defined by the rule 4R ; 

{ }1, 2, 3t t t  - timed transitions which model Trig impulse 

with 10us duration; 
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{ }4, 5, 6t t t  - timed transitions which model generation of 

the ultrasonic signal by the sensor HC-SR04; 

{ }11, 12, 13t t t  - timed transitions which model the duration 

of Echo signal; 

{ }10, 10t p ,  { }11, 11t p  and { }12, 12t p  - model the 

counter to calculate the propagation time of the ultrasonic 
signal to the obstacle and back; 

{ }15, 16t p , { }14, 17t p  and { }13, 18t p  - model the 

functionality of the Cells with the rules 6, 7, 8R R R , where 

{ }15, 14, 13t t t  are timed transitions that model the time for 

processing data; 

{ }16, 19t p , { }17, 20t p  and { }18, 21t p  - model the 

functionality of the Cells with the rules 10, 11, 12R R R , where 

{ }16, 17, 18t t t  are timed transitions that model the time for 

processing data; 

{ }19, 22t p  and { }20, 23t p  - model the functionality of the 

Cells with the rules 5, 9R R , where { }19, 20t t  are timed 

transitions that model the time for processing data; 

21t  - timed transition for the synchronization of a new 

control cycle. 

From the Petri Net model, it can be seen that most of the 
operations are performed in parallel / concurrently which 
ensures the achievement of the performance objectives.  

VII. FUNCTIONAL TESTING OF THE METHOD FOR 

HARDWARE IMPLEMENTATION OF MEMBRANE COMPUTING 

ARCHITECTURES 

Altera DE0 Board [18] has been selected for the functional 
testing of membrane computing models, which provides the 
user with the following hardware resources:  

- A Cyclone III 3C16 FPGA device with the following 
parameters: 1,408 LEs, 56 M9K Embedded Memory 
Blocks, 504K total RAM, 56 Embedded Multipliers, 4 
PLLs, 346 user I/O pins; 

- Memory: SDRAM – 8MB and Flash – 4MB; 

- User Interfaces: 10 Slide Switches, 10 Green Color 
LCDs, 4 Seven-segment Displays, 16x2 LCD 
Interface; 

- Two 40-pin expansion headers: 72 Cyclone III 3.3V 
I/O, 8 power and Ground lines, are brought out to two 
40-pin expansion connectors. 

The functional testing diagram of the membrane computing 
models for controlling a mobile robot is presented in Figure 5, 
where: US1, US2 and US3 are three ultrasonic sensors for 
measuring the distance to obstacles; development board - 
Altera DE0 Board; L298N engine Driver module; and two DC 
motors for moving the mobile robot. 

 

Fig. 5. Functional diagrame for membrane computing model testing. 

The connection of the set of sensors US1, US2 and US3 to 
Altera DE0 Board kit was done through Expansion Header J5 
(GPIO 1). Table 1 shows the interconnection of the signals 
between the sensors set and the Altera DE0 Board. The entire 
sensors set are connected to 3.3V and GND pins for power 
supply. 

TABLE I.  CONNECTING OF SENSORS TO THE ALTERA DE0 BOARD 

DE0 GPIO1 FPGA pin Sensor Pin Signal 

GPIO1_D0 AA20 US1 Trig1 

GPIO1_D1 AB20 US1 Echo1 

GPIO1_D2 AB19 US2 Trig2 

GPIO1_D3 AA18 US2 Echo2 

GPIO1_D4 AA19 US3 Trig3 

GPIO1_D5 AB18 US3 Echo3 

 

Connection of L298N motor Driver module to Altera DE0 
Board kit was performed according to Table 2. 

TABLE II.  CONNECTING OF MOTOR DRIVER TO THE ALTERA DE0 

BOARD 

DE0 GPIO1 FPGA pin Motor Driver Pin Signal 

GPIO1_D31 V7 DC1 IN1 

GPIO1_D29 U8 DC1 IN2 

GPIO1_D27 T9 DC2 IN3 

GPIO1_D25 T10 DC2 IN4 

 

The contents of Tables I and II are used in the HDL code 
connection process, which implements Membrane Computing 
logic, to the Cyclone III FPGA architecture for interaction of 
the control system with the external environment (sensor set 
and action device). 

Figure 6 shows the picture of the system for testing 
membrane computing models which includes: 1 - PC computer 
with Quartus II design environment installed; 2 - mobile robot 
platform; 3 - Altera DE0 Board; 4 - the sensors set (US1 - 
scans the obstacles placed on the left side of the mobile robot, 
US2 - scans the obstacles placed in front of the mobile robot 
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and US3 - scans the obstacles placed on the right side of the 
mobile robot); 5 - two DC motors; 6 - L298N Motor Driver 
Module; 7 - power supply. 

 

Fig. 6. Picture of the system for testing membrane computing models. 

CONCLUSION 

Mankind, by making continuous observations on the 
evolution and behavior of living organisms, has come to the 
conclusion that they offer the most efficient and optimal 
models and solutions for leading complex/concurrent processes 
or making decisions. Having a heuristic character, these models 
also create some problems in the implementation process, 
especially if they have to be implemented in hardware 
computing architectures. This paper describes a method of 
implementing membrane computing systems with 
parallel/concurrent data processing in hardware architectures 
for controlling a two-wheeled mobile robot. 

The method proposed in the paper involves a sequence of 
operations that includes: problem formulation, synthesis of 
Computing Cells, their functional and parametric evaluation, 
synthesis of the membrane computing model and functional 
and parametric evaluation, synthesis of the AHDL code of the 
membrane computing architecture, and configuration of FPGA 
circuit to obtain the control system. 

The advantages of the proposed method are the application 
of several stages of functional and parametric evaluation of the 
Cells and of the membrane computing architecture: Petri nets, 
Quartus II and Altera DE0 Board, which will exclude the 
occurrence of errors and competition.  
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